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Abstract— Image Segmentation is an important imgg®cessing technique which is used to analyse colou
texture etc. Image Segmentation is used to sepamtdmage into several “meaningful” parts. Normakd
cut (Ncut) is based on graph cut technique to solle image Segmentation problems. Rather than just
focusing on local features and their consistencidsut consider the global impression of an imageeWave
applied Ncut algorithm, on many images and succedigfsegmented the images into meaningful parts.

Key Terms: - Normalized cut (Ncut); Active contoorodel (snake); mean shift image segmentation

I. INTRODUCTION

Every image is a set of pixels, dividing an imageoisub partitions on the basis of some similar
characteristics like colour, intensity and textisecalled image segmentation. The goal of segmentés to
change the representation of an image into songthiore meaningful and easier to analyse. Image
segmentation is normally used to locate objects lamahdaries like lines, curves, etc. in image. rrage
segmentation, image is divided into some regiomkianhose regions each pixel is similar with redge some
of the characteristic such as the colour, intensityexture.

Segmentation can be done by detecting edges otspmidine in the image. When the points are deteat
an image, and then on the basis of similaritiesvben any two points make them into separate regimng in
the case of the line detection technique, all ithesl are detected and the similarities in betwhesd lines then
on the basis of the dissimilarities between thedir curves in the image, the image are dividéa two
regions. And in the case of edge detection, thegdge detected in the image and after findingtlges in the
image. Through this get a better segmented imagen & is the old technique to segment the image days
this segmentation technique is used to segmeritthge. [11]

There are several image segmentation techniques)aged to segment the image in a better way. Image
segmentation algorithms are developed based ot&sic properties of intensity values:

< Discontinuity based image segmentation
e Similarity based image segmentation

Discontinuity based image segmentation

In discontinuitybased image segmentation approach the partitittased on some changes in gray level
intensity of the image.

« Detection of isolated points
» Detection of lines
« Edge detection

© 2013, IJICSMC All Rights Reserved 300



Hardik K Patekt al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 4, April- 2013, pg. 30I83

Detection of | solated Points

An isolated point may be viewed as a line whosgtleand width are equal to one pixel. Isolated {oim an
image are those points which have abruptly diffegeay values than those of its surrounding pixalsnask is
utilized for point detection and involves highligig the gray value difference.

Detection of lines

Line may be embedded inside a single uniformly hgemeous region. In the lines, segment the imagben
basis of lines in the image.

Edge detection

Pixels at which the intensity of an image chandesiatly are called edge pixels. Edges are set ohected
edge pixels. An edge essentially demarcates bettmadistinctly different regions.

Similarity based image segmentation
In similarity based approach segmentation is done based on ggooippixels based on some features.
e Thresholding
* Region based image segmentation
* K-Means Clustering
Thresholding
This method is based on threshold value to turmag-gcale image into a binary image. The key o thi
method is to select the threshold value (or valdesn multiple-levels are selected). [1]
Region based image segmentation
The region based segmentation is partitioning ofirmage into areas of connected pixels through the
application of homogeneity similarity criteria angosets of pixels. Each of the pixels in a regiosimsilar with
respect to some characteristics or computed prppach as colour, intensity and texture.

K-Means Clustering
The k-means algorithm is an iterative technique ithaised to partition the image inkoclusters. Clustering
based image segmentation is the process of asgignabel to every pixel in an image such that Igixéth the
same label share certain visual characteristi&j. [1
There are three methods are efficient and very lpopor Image segmentation.
e Active contour model (snake)
* Mean shift image segmentation
e Graph partition image segmentation

Active contour model (snake)

The idea behind active contours or deformable ngdel image segmentation is quite simple. The use
specifies an initial guess for the contour, whishthien moved by image driven forces to the bouedasf the
desired objects. The internal forces, defined withie curve, are designed to keep the model snthothg the
deformation process, while the external forcescilkire computed from the underlying image datagefmed
to move the model toward an object boundary orratflesired features within the image. One way otdeing
this curve is by using an explicit parametric fofi].

M ean shift image segmentation

The idea behind mean shift is to treat the poimthé n-dimensional feature space as an empiriclability
density function where dense regions in the featypm@ce correspond to the local maxima or modesef t
underlying distribution. For each data point in thature space, one performs a gradient ascengguoe on the
local estimated density until convergence. Theiagtaty points of this procedure represent the madebe
distribution. Furthermore, the data points assedigat least approximately) with the same statipmpaint are
considered members of the same cluster. Meanistéftpopular low-level segmentation technique foages
and videos. It has been used in numerous appliatoch as noise removal, object tracking, 3D r&icoction,
image and video stylization and video editing. [13]

Graph partition image segmentation

In these methods, the image is modelled as a werghindirected graph. Usually a pixel or a groupigéls
are associated with nodes and edge weights ddimedis)similarity between the neighbourhood pixdlke
graph (image) is then partitioned according toitegon designed to model "good" clusters. Eacttitpan of
the nodes (pixels) output from these algorithmscanesidered an object segment in the image. Sorpalgo
algorithms of this category are normalized cutswadized cuts [2], random walker [3], minimum cu6]&nd
isoperimetric partitioning [4].
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[I. GROUPING ASA GRAPH PARTITION
A graph cut is the process of partitioning a diedobr undirected graph into disjoint sets.

2.1 Graph partition related approach

The set of points are presented as a weightedagtdd graptc=(V,E). An edge is formed between every
pair of nodes and the weight on each edfg)) is a function of the similarity between nodesndj. A graph
G=(V,E) is partitioned into two disjoint sefsandB, B=V-A, by removing the edges connecting two parts. The
degree of dissimilarity between two sets can bemded as a total weight of removed edges.

A graphG=(V,E) can be partitioned into two disjoint sets, by dyngmoving edges connecting the two
parts. The degree of dissimilarity between these fveces can be computed as total weight of the®tuat
have been removed. In graph theoretic languagkedctilecut.

Cut(A,B) = > w(u,v)
utAMIB (1) [2]

The optimal bipartition of a graph is the one timihimizes this cut value. Although there are anomemtial
number of such partitions, finding the minimum ofia graph is a well-studied problem and theretesfficient
algorithms for solving it.

Wu and Leahy proposed []a clustering method basethis minimum cut criterion. In particular, they
seek to partition a graph into k-sub graphs sueh tthe maximum cut across the subgroups is minihiZais
problem can be efficiently solved by recursivelyding the minimum cuts that bisect the existingnsexgts.
This globally optimal criterion can be used to proel good segmentation on some of the images. [15]

The minimum cut criteria favours cutting smallsset isolated nodes in the graph.
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Figure 1 Case of minimum cut where isolated paanésfavoured [2]

To avoid this unnatural bias for partitioning oubadl sets of points, Shi and Malik [2] proposed ewn
measure of disassociation between two groups.ddsbé looking at the value of total edge weight reexting
the two partitions, they compute the cut cost &setion of the total edge connections to all tloeles in the
graph and called this disassociation measure threalized cut (Ncut).

2.2 Normalized cut (Ncut)

Shi and Malik [2] propose a modified cost functiomrmalized cut, to overcome the problem involved i
minimum cut. Instead of looking at the value ofataddge weight connecting the two partitions, theppsed
measure computes the cut cost as a fraction abthkedge connections to all nodes. Mathematidtily

cut(A4,B) . cut(4,B)
asso(A.V) asso(B.V) 212

Whereasso(A,V)is the total connection from nodes in A to all esdn the graph anasso(B,V)is similarly
defined.

Neut(A4.B) =

assqAV) = > wu,t)
udA iV 3 [2]

With this definition of the disassociation betwaée groups, the cut that partitions out small isagpoints
will no longer have small Ncut value, since the waiue will almost certainly be a large percentaféhe total
connection from that small set to all other nodes.

In similar fashion, a measure for total normalizbociation within groups for a given partition dam
defined.
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assoc( A, A) } assoc( B, B)
assoc(A, V) assoc(B,V)

Nassoc(A, B) =
42]

Whereassoc(A,Aandassoc(B,Bjre total weights of edges connecting nodes withiand B, respectively.
This is also an unbiased measure, which refleatstightly on average nodes within the group areneated to
each other. Another important property of this wigfin of association and disassociation of a partiis that
they are naturally related [1].

2.3 Optimum computation of normalized cut

Optimum computation for graph partitioning using thormalized cut as an optimal criterion can benfbu
using eigenvector system. Given a partition ofagpblV into two disjoint complementary sefsandB, letx be
an N=|V| dimensional indication vectokj=1 if nodei is in A, -1 otherwise. Letdi = X j W(i,j) be the total
connection from nodeto all other nodes. Ncuts can be rewritten as .

cut(4,B) . cut(A,B)
asso(A, V) asso(B,V)

Neut(A4,B) =
5(2]

—W_X.X. E —W._ XX
Zx.>0.x-<0 g x,<0,x;>0 gy
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Let D = diag(d1,d2,.....dn)andW(i,j) = wij then Finding global optimum reduces to

d

I(D WYy - d X

min, Newr(x)=min, M ¥ € I'l 2 coa l ¥t
’ v' Dy l Zx‘w(], J

el 6[2]
If y is relaxed to take on real values, we can mirné above equation by solving generalized Eigdneva
system:

(D-W)y =Dy 71[2]

Constraints on y come from the condition on theresponding indicator vector x. The second smallest
eigenvector of the generalized system satisfiesnibrenality constraint. y is a real valued solutitan this
normalized cut problem . The constraint, that yeta&n the two discrete values, is not satisfied.

2.4 The Grouping Algorithm

The eigenvector corresponding to the second smdigen value is the real-valued solution that roplly
sub-partitions the entire graph. The approximateckas method is used for computation the eigenvexta
very sparse matrix where only couple of eigenvectme needed. Computational cost is typically thss
0O(n1.5), where n is the number of nodes in thelyfa7]

Graph is partitioned using the second smallestneigetor, element value of which is continuous value
Normalized cuts are computed for each point. $pijtpoint is chosen with the point that gives th@imum
Ncut value. The other approach could be to takaédian or a mean value as a splitting point. Meathods
are good enough if values are very well separaRetursively apply the algorithm to every sub graptil the
Ncut exceeds certain limit. If a median value asphtting point then it wasn't really reliable bersee of the
approximation error. If a 0 value is taken as d#tsmd point then also error is generated.

Normalized cut algorithm Steps are summarized b¢Rw

1. Given a set of features, set up a weighted graph (8,E), compute the weight on each edge, and
summarize the information into W, and D

2. Solve (D-W)x =ADx for eigenvectors with the smallest Eigen values.

3. Use the eigenvector with second smallest Eigenevidubipartition the graph by finding the splitting
point such that Ncut is maximized

4. Decide if the current partition should be subdiddsy checking the stability of the cut, and makeesu
Ncut is below pre-specified value

Recursively repartition the segmented parts if ssagy.
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[ll. SUMMARIZING RESULTS
The different images are taken, applied the algoriand generate following results.

Figure 2: Input image

Figure 3: Grey-scale image of input image
The output images are as follow.

Figure 4.1: Output images (1)
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Figure 4.2: Output images (2)

Figure 4.3: Output images (3)

Figure 4.4: Output images (4)
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Figure 4.5: Output images (5)

Figure 4.6: Output images (6)

Tt

Figure 5: Input imag-é_
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Figure 7.2: Output images (2)

Figure 7.3: Output images (3)

Figure 7.4: Output images (4)
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IV. CONCLUSIONS

Ncut algorithm is accurately segment the given ienzao meaningful parts. Time complexity of algbnit is
higher due to calculation of Eigen vector and Eigelues.
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