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Abstract— Brain disease represents a general term that represents a broad range of brain 

disorders. It can occur in all age groups, but becomes more common in old age. Medical diagnosis 

is an important but complicated task that should be performed accurately and efficiently and its 

automation would be very useful in this domain (medical domain).In this paper we will designed an 

expert system model to detect and diagnose degenerative brain disease. The disease is determined 

by using artificial neural network and Bayesian theory. It is the most commonly used techniques 

for developing expert systems, where the system receive the information of patient and given these 

the information to ANN which doing the compression between these information with constant 

values of humans body that stored in network, in the case the similarity values because of 

symptoms among the more than disease, the disease is specifically by law of Bayesian. Moreover, 

the system can recommend treatments for the diseases in its specialism. These treatments are 

suggested based on many conditions and constraints related to the patient and the diagnosed 

disease as well as it can be used to assist the doctors and less cost. 

 
 Keywords— Brain Diseases, Medical Expert System, Neural Networks, Bayesian Theory, 

Knowledge based System 

I. INTRODUCTION 

Degenerative brain disease is Alzheimer’s disease, amyotrophic lateral sclerosis (ALS), Huntington’s disease, 

and Parkinson’s disease, among others affect more than 45 million people worldwide. These diseases often 

strike older adults and are characterized by progressive deterioration of nerve cells, eventually leading to cell 

death. Through human and animal studies researchers are developing new and compelling ideas about the 
diagnosis and treatment of these disorders, with the goal of slowing or stopping their progression [1]. 

Most hospitals today employ sort of hospital information systems to manage their healthcare or patient data. 

These systems typically generate huge amounts of data. There is a wealth of hidden information in these data 
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that is largely untapped. The essential process of Knowledge Discovery is the conversion of data into knowledge 

in order to aid in decision making. The main objective of this research is to develop a prototype Intelligent Brain 

Disease Prediction System with ANN  and Bayesian statistics  using historical brain disease databases to make 

intelligent clinical decisions.  Expert or knowledge-based systems are the commonest type of AI systems in 

routine clinical use. They contain medical knowledge, usually about a very specifically defined task, and are 

able to reason with data from individual patients to come up with reasoned conclusions. Although there are 
many variations, the knowledge within an expert system is typically represented in the form of a set of rules. our 

project is organized as follows: Section 2 describes the expert system, Section 3,4,5 and 6 present our diagnostic 

system using ANN and Bayesian. Section 8 presents example to explain work ANN with Bayesian 

theory .Section 9 present  thee system interface and the last section 10 our conclusions. 

  

II. EXPERT SYSTEM 

 

Expert system is a branch of artificial intelligence that makes extensive use of specialized knowledge to solve 

problems at the level of human expert. An expert is a person who has expertise in a certain area. The  general  

architecture for rule-based expert  system  is depicted  in  Fig.1. The elements of typical expert system are: 

knowledge base (Rules), interface engine (Agenda), working memory (Facts), explanation facility knowledge 

acquisition facility and user interface as show in fig.1. In a rule base expert system the needed knowledge for 
solving the problems is coded in the form of rules [2][3][4][5].  

 

 
Fig .1 Expert System  Architecture 

III. ARTERIAL NEURAL NETWORK 

Neural networks (NNs) are biologically inspired and mimic the human brain. They are occurring neurons. These 

neurons are connected each other with connection links. These links have weights. They multiplied with 

transmitted signal in network. The output of each neuron is determined by using an activation function such as 

sigmoid and step. Usually nonlinear activation functions are used. NNĽs are trained by experience, when 

applied an unknown input to the network it can generalize from past experiences and product a new result 

(Bishop, 1996; Hanbay, Turkoglu, & Demir, 2007; Haykin, 1994). The output of the neuron net is determined 

by Eq. (1). A simple artificial neuron model is shown in Fig. 2. 

 

 

 

where ὢ = (ὢρ, ὢς . . .ὢά) represent the m input applied to the neuron, ὡὭ represent the weights for input Xi, 

Ὥ is a bias value, ὥ is activation function. NNs models have been used for pattern matching, nonlinear system 

modeling, communications, electrical and electronics industry, energy production, chemical industry, medical 

applications, data mining and control because of their parallel processing capabilities. When designing a NN 

model a number of considerations must be taken into account. First of all the suitable structure of the NN model 

must be chosen, after this the activation function, the number of layers and the number of units in each layer 

must be chosen. Generally desired model consist of a number of layers. The most general model assumes 

complete interconnections between all units. These connections can be bidirectional or unidirectional[6][7][8]. 
 

 

 

 

y(t+1)=ὥВ ύ  ὼὸ — )   and  ὪḳὲὩὸВ ύ ὼ —              ρ 
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TABLE I 

FONT SIZES FOR PAPERS 

IV. HAMMING NETWORK AND MAXNET 

Network classification is composed of two layers used to classify vectors that are components of the bipolar 

type (1,-1).The figure.3 shows the box-scheme for this network [7][8]. 

A. First Layer : Hamming Network 

¶ It is feed forward type the classier. 

¶ It classies based on minimum Hamming distance. 

¶  The strongest response of a neuron is indicative of the min HD value between the input and the class this 

neuron represents. 

¶ The p-class Hamming network has p output neurons 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig .3 Planned to Hamming & Maxnet Network 

B. Second Layer : MAXNET 

¶ it operates as a recurrent recall network. 
¶ After a number of recurrences, the only unsupervised node will be the one with the largest initializing 

entry    from the Hamming network output vector. 

V. ALGORITHM HAMMING & MAXNET[8][10] 

Step (1) : Specify the example S ij. 

Step (2) : Fixed the weight matrix for Hamming net. 

                                Ὓ   Ὓ ȣὛ                                                  . 

                                                .                

                                                               * 

 

                                                . 

                                Ὓ  Ὓ ȣ Ὓ   

Where n = No. of input vector & m = No. of example 

 
 

 

 

 

 
Fig.2  Artificial neuron model 

m * n Wh = 1 /2   *      
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Step (3) : Find θ where θ = n / 2 
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              j = 1 … m 

n = No. of input vector 

Step (4) : Specify the testing input vector X 
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               j = 1 … m 

   n = No. of input vector 

Step (5) : Find the output form Hamming net 

                ὔὩὸ   ύὬz ὢ  — 

Step (6) : Find  ώ  ρ Ⱦ ὲ z ὲὩὸ  

Step (7) : Specify the value of ε when 0 < ε < 1 / m & Find Wm 

 

Wm =              m * m 

  

Step (8) : Find  yk+1  

Yk+1  =  r (Wm * yk ) where r =           0 if net <0 
                                                             Net if net>0 

Step (9) : Repeat Step (7) until convergence  

 

 

VI. BAYESIAN LAW WITH NEURAL NETWORK 

There are mistakes come with the process of diagnosis as in case of medical diagnosis, some of this mistakes 

produce because of the great similarity between the symptoms of some diseases, for that we do   compared for 

the percentages to correct classification and adoption the theories that give less rate  for a classification error  as 

a assistant in the diagnostic process , so we used the theory Bayesian.  Bayesian methods to diagnosis because 

they derive classification rules based on sound mathematical principles namely, (probability theory), they can 

adapt easily and they have become increasingly popular for representing and handling uncertain knowledge in 

medicine. Typically, Bayesian rely for their construction on causal in particular (patho) physiological models of 
disease. The fact that Bayesian models allow for the easy incorporation of knowledge of possible Disease, 

explains that they are also increasingly used in research on potential models of disease, associating potential 

with the sex of the patient, Age and medical history, when used for the prediction. A dataflow diagram of the 

 project works is shown in Fig. 4. 

ὢ  
= 
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Fig .4 An architectural plan to the project 

VII. BAYESIAN REASONING 

The Bayes technique is particularly suited when the dimensionality of the inputs is high. Despite its simplicity, 

Bayes can often outperform more sophisticated classification methods. It shows the probability of each input 

attribute for the predictable state. 

This probability is denoted as P(H |E) where: 

 

 

 

Multiple evidences E1; E2; ...; En and multiple hypotheses  H1; H2; ...; Hm  follow: 

 

 

 

 
 

 

We simply use H and E in expert systems, H usually represents a hypothesis and E denotes evidence to support 

this hypothesis. 

Where: 

P(H) is the prior probability of hypothesis H being true; 

P(E|H) is the probability that hypothesis H being true will result in evidence E [11]. 

 

VIII.  BAYESIAN PLUS ANN WITH AN EXAMPLE 

The following example is a simple demonstration of applying the ANN with Bayes Classifier. This example 

shows how to calculate the probability using Bayes classification algorithm after applying Algorithm Hamming 
&Maxnet to get more efficient output. In the first step we will select a sample of Diseases data as show in 

Table1 . 
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Second Step: The user select  set of symptoms that is shown in Table 2.           
 

 

 
 

Third:    Find The Hamming Network. The Table 3 holds the results of  hamming  network.  

ὲὩὸ= ρςϳ  zὡ ὢz  ὲςϳ  

where  n=15 

ὊὲὩὸ ρὲϳ  zὲὩὸ 
 

 
Four Step:    Find MAXNET Network . The Table 4 holds the results of  maxnet  network. 

ὔὩὸ ὡ ὊzὲὩὸ 

╕▪▄◄□
 ░█ ▪▄◄□ π
● ░█ ▪▄◄□

 

Repeat until convergence 
 

 
We note that the network did not reach to  a  possible one disease because there are two diseases are similar the 

first  of the disease and the third disease ,also note the worth always similar ,so we  will resort to  law Bayesian 

for  know the possible disease. So we need to inputs  other data be related with diseases and as shown in Table 5  

Table 6 and Table 7. 
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Now applying law of Bayesian as in the Eq.(3): 

P(Si| A1, A2 , A3 , A4,A5)=(P(A1,A2,A3,A4,A5|Si)*P(Si))/∑
2

K=1P(A1,A2,A3,A4,A5|Sk)*P(Sk)                          

i=1,2 

P(S1| A1,A2,A3,A4,A5)=(0.7*0.9*0.5*0.7*0.9*0.05)/(( 0.7*0.9*0.5*0.7*0.9*0.05) + 
(0.04*0.3*0.4*0.02*0.001*0.8))  =0.99 

P(S3| A1,A2,A3,A4,A5)=( 0.04*0.3*0.4*0.02*0.001*0.8)/(( 0.7*0.9*0.5*0.7*0.9*0.05) 

+(0.04*0.3*0.4*0.02*0.001*0.8))= 0.000052 

When we compare the results we note that the  rate of the disease first is greater than the rate of the disease third, 

so the disease likely is first  disease. 

Patient No. 1 infected in first disease. 
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IX. IMPLEMENTATION  

Implementation module is used to determine disease and stage based on the user selected symptoms. Report 

module is used to display disease, stage, recommendations and treatment for the particular disease. It also stores 

the user information in database for reference by doctor.  Some the system interfaces is shown in Figure 

5,6,7,8,9 and 10 . To diagnose a diseases the user select  set of symptoms that is shown in figure 8,9 and 

10.Expert advice interface is shown in figure 6. 

 
Fig.5 Expert System For Diagnosis 

 

 

Fig.6 Opinion Of Expert 
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Fig.7 Patient Information 

 

Fig.8 Huntington Disease 
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Fig.9 Depression Of Women 

 

 Fig.10 Alzheimer Disease 

X. CONCLUSION/FUTURE WORK 

The developed system yields a good result and serves as an expert medical diagnosis system even for ordinary 

users as it is simple and easy to implement. This system is useful to the physician as well as the user for 

determining type of brain disease, stage and necessary treatment for its. The system extracts hidden knowledge 

from a historical brain disease database. The main feature of this system is that we can perform easy 
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modification and continuous updating of the database. This system is compatible with other techniques as the 

database can be used with case based reasoning and other mining methods. The main challenges in this 

proposed work is to provide accurate result to the patient and to make them aware of lung cancer in the early 

stage itself, thereby reducing the complexity to take treatment at an early stage. The accuracy can be increased 

by implementing more analysis techniques on the same database used in the system along with the current 

algorithm. To increase the system efficiency, we can make use of neuro-fuzzy system and rough sets. 
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