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______________________________________________________________________________________

Abstract-- The aim of this project is to define Vampire attacks, a new class of resource consumption attacks that use 

distance vector routing protocols to permanently disable ad hoc wireless sensor networks by depleting nodes’ battery 

power. A node is permanently disabled once its battery power is exhausted; let us briefly consider nodes that 

recharge their batteries in the field, using either continuous charging or switching between active and recharge 

cycles. In the continuous charging case, power-draining attacks would be effective only if the adversary is able to 

consume power at least as fast as nodes can recharge. Assuming that packet processing drains at least as much 

energy from the victims as from the attacker, a continuously recharging adversary can keep at least one node 

permanently disabled at the cost of its own functionality. Dual-cycle networks are equally vulnerable to Vampires 

during active duty as long as the Vampire’s cycle switching is in sync with other nodes. Vampire attacks may be 

weakened by using groups of nodes with staggered cycles: only active-duty nodes are vulnerable while the Vampire 

is active; nodes are safe while the Vampire sleeps. However, this defense is only effective when duty cycle groups out 

number Vampires, since it only takes one Vampire per group to carry out the attack. 
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I. INTRODUCTION 

The fast paced progress in the Ad Hoc Wireless Sensor Networks (WSNs) has enabled the use of a 

number of wireless applications on the move. Such networks already monitor environmental conditions, 

factory performance, and troop deployment, to name a few applications. As WSNs become more and more 

crucial to the everyday functioning of people and organizations, availability faults become less tolerable—

lack of availability can make the difference between business as usual and lost productivity, power outages, 

environmental disasters, and even lost lives; thus high availability of these networks is a critical property, 

and should hold even under malicious conditions. Due to their ad hoc organization, wireless ad hoc 

networks are particularly vulnerable to denial of service (DoS) attacks, and a great deal of research has 

been done to enhance survivability.  

Vampire attacks are not protocol-specific, in that they do not rely on design properties or 

implementation faults of particular routing protocols, but rather exploit general properties of protocol 

classes such as link-state, distance vector source routing and geographic and beacon routing.  Neither do 
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these attacks rely on flooding the network with large amounts of data, but rather try to transmit as little data 

as possible to achieve the largest energy drain, preventing a rate limiting solution. Since Vampires use 

protocol-compliant messages, these attacks are very difficult to detect and prevent. 

The negligence of study in this area has provided the grounds for research of the same. The main 

objective of this project is to investigate the available Vampire attack mitigation methods and compare the 

performances in different protocols and to demonstrate the same through suitable simulation results. 

The first challenge in addressing Vampire attacks is defining them—what actions in fact constitute 

an attack? DoS attacks in wired networks are frequently characterized by amplification [25]: an adversary 

can amplify the resources it spends on the attack, e.g., use 1 minute of its own CPU time to cause the victim 

to use 10 minutes. However, consider the process of routing a packet in any multihop network: a source 

composes and transmits it to the next hop toward the destination, which transmits it further, until the 

destination is reached; consuming resources not only at the source node but also at every node the message 

moves through. If we consider the cumulative energy of an entire network, amplification attacks are always 

possible, given that an adversary can compose and send messages which are processed by each node along 

the message path. So, the act of sending a message is in itself an act of amplification, leading to resource 

exhaustion, as long as the aggregate cost of routing a message (at the intermediate nodes) is lower than the 

cost to the source to compose and transmit it. So, we must drop amplification as our definition of 

maliciousness and instead focus on the cumulative energy consumption increase that a malicious node can 

cause while sending the same number of messages as an honest node. 

We define a Vampire attack as the composition and transmission of a message that causes more 

energy to be consumed by the network than if an honest node transmitted a message of identical size to the 

same destination, although using different packet headers. We measure the strength of the attack by the 

ratio of network energy used in the benign case to the energy used in the malicious case, i.e., the ratio of 

network-wide power utilization with malicious nodes present to energy usage with only honest nodes when 

the number and size of packets sent remains constant. Safety from Vampire attacks implies that this ratio is 

1. Energy use by malicious nodes is not considered, since they can always unilaterally drain their own 

batteries. 

II. RELATED WORK 

We do not imply that power draining itself is novel, but rather that these attacks have not been 

rigorously defined, evaluated, or mitigated at the routing layer. A very early mention of power exhaustion 

can be found in [21], as “sleep deprivation torture.” As per the name, the proposed attack prevents nodes 

from entering a low-power sleep cycle, and thus depletes their batteries faster. Newer research on “denial-

of-sleep” only considers attacks at the MAC layer [29]. Additional work mentions resource exhaustion at 

the MAC and transport layers [45], [34] but only offers rate limiting and elimination of insider adversaries 

as potential solutions. Malicious cycles (routing loops) have been briefly mentioned [10], [35], but no 

effective defenses are discussed other than increasing efficiency of the underlying MAC and routing 

protocols or switching away from source routing. 

Even in non-power-constrained systems, depletion of resources such as memory, CPU time, and 

bandwidth may easily cause problems. A popular example is the SYN flood attack, wherein adversaries 

make multiple connection requests to a server, which will allocate resources for each connection request, 

eventually running out of resources, while the adversary, who allocates minimal resources, remains 

operational (since he does not intend to ever complete the connection handshake). Such attacks can be 

defeated or attenuated by putting greater burden on the connecting entity (e.g., SYN cookies [7], which 

offload the initial connection state onto the client, or cryptographic puzzles [4], [45], [37]). These solutions 

place minimal load on legitimate clients who only initiate a small number of connections, but deter 

malicious entities who will attempt a large number. Note that this is actually a form of rate limiting, and not 

always desirable as it punishes nodes who produce burst traffic but may not send much total data over the 

lifetime of the network. Since Vampire attacks rely on amplification, such solutions may not be sufficiently 

effective to justify the excess load on legitimate nodes. 

There is also significant past literature on attacks and defences against quality of service (QoS) 

degradation, or RoQ attacks, that produce long-term degradation in network performance [23], [26], [41], 

[42], [44], [17], [29]. The focus of this work is on the transport layer rather than routing protocols, so these 

defenses are not applicable. Moreover, since Vampires do not drop packets, the quality of the malicious 

path itself may remain high (although with increased latency).Other work on denial of service in ad hoc 

wireless networks has primarily dealt with adversaries who prevent route setup, disrupt communication, or 

preferentially establish routes through themselves to drop, manipulate, or monitor packets [14], [28], [29], 

[36], .The effect of denial or degradation of service on battery life and other finite node resources has not 
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generally been a security consideration, making our work tangential to the research mentioned above. 

Protocols that define security in terms of path discovery success, ensuring that only valid network paths are 

found, cannot protect against Vampire attacks, 

Since Vampires do not use or return illegal routes or prevent communication in the short term. 

Current work in minimal-energy routing, which aims to increase the lifetime of power-constrained 

networks by using less energy to transmit and receive packets (e.g., by minimizing wireless transmission 

distance) [11], [15], [19], [36] is likewise orthogonal: these protocols focus on cooperative nodes and not 

malicious scenarios. Additional on power-conserving MAC, upper layer protocols, and cross-layer 

cooperation [24], [34], [43], [45]. However, Vampires will increase energy usage even in minimal-energy 

routing scenarios and when power conserving MAC protocols are used; these attacks cannot be prevented 

at the MAC layer or through cross-layer feedback. 

 Attackers will produce packets which traverse more hops than necessary, so even if nodes spend 

the minimum required energy to transmit packets, each packet is still more expensive to transmit in the 

presence of Vampires. Our work can be thought of attack-resistant minimal-energy routing, where the 

adversary’s goal includes decreasing energy savings. Deng et al. discuss path-based DoS attacks and 

defences in [13], including using one-way hash chains to limit the number of packets sent by a given node, 

limiting the rate at which nodes can transmit packets. While this strategy may protect against traditional 

DoS, where the malefactor overwhelms honest nodes with large amounts of data, it does not protect against 

“intelligent” adversaries who use a small number of packets or do not originate packets at all. 

As an example of the latter, Aad et al. show how protocol compliant malicious intermediaries 

using intelligent packet dropping strategies can significantly degrade performance of TCP streams 

traversing those nodes [2]. Our adversaries are also protocol compliant in the sense that they use well-

formed routing protocol messages. However, they either produce messages when honest nodes would not, 

or send packets with protocol headers different from what an honest node would produce in the same 

situation. Another attack that can be thought of as path based is the wormhole attack, first introduced in 

[30]. It allows two non-neighbouring malicious nodes with either a physical or virtual private connection to 

emulate a neighbour relationship, even in secure routing systems [3]. These links are not made visible to 

other network members, but can be used by the colluding nodes to privately exchange messages. Similar 

tricks can be played using directional antennas. These attacks deny service by disrupting route discovery, 

returning routes that traverse the wormhole, and may have artificially low associated cost metrics (such as 

number of hops or discovery time, as in rushing attacks [31]). While the authors propose a defence against 

wormhole and directional antenna attacks (called “Packet Leashes” [30]), their solution comes at a high 

cost and is not always applicable. First, one flavor of Packet Leashes relies on tightly synchronized clocks, 

which are not used in most of the self-devices.  

 

III. SYSTEM ANALYSIS 

A. Existing system 

 Wireless ad hoc networks are particularly vulnerable to denial of service (DoS) attacks. Prior 

security work in this area has focused primarily on denial of communication at the routing or medium 

access control levels. These attacks are distinct from previously studied DoS, reduction of quality (RoQ), 

and routing infrastructure attacks as they do not disrupt immediate availability, but rather work over time to 

entirely disable a network. While some of the individual attacks are simple, and power draining and 

resource exhaustion attacks have been discussed before prior work has been mostly confined to other levels 

of the protocol stack, e.g., medium access control (MAC) or application layers, and to our knowledge there 

is little discussion, and no thorough analysis or mitigation, of routing-layer resource exhaustion attacks.  

 

B. Proposed system 

In the proposed systems we will show later that a single Vampire may attack every network node 

simultaneously, meaning that continuous recharging does not help unless Vampires are more resource 

constrained than honest nodes. Dual-cycle networks (with mandatory sleep and awake periods) are equally 

vulnerable to Vampires during active duty as long as the Vampire’s cycle switching is in sync with other 

nodes. Vampire attacks may be weakened by using groups of nodes with staggered cycles: only active-duty 

nodes are vulnerable while the Vampire is active; nodes are safe while the Vampire sleeps. However, this 

defense is only effective when duty cycle groups outnumber Vampires, since it only takes one Vampire per 

group to carry out the attack.  

Also we present a series of increasingly damaging Vampire attacks, evaluate the vulnerability of several 

example protocols, and suggest how to improve resilience. 
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IV. ATTACKS ON STATELESS PROTOCOLS 

Here, we present simple but previously neglected attacks on source routing protocols, such as DSR 

[35]. In these systems, the source node specifies the entire route to a destination within the packet header, 

so intermediaries do not make independent forwarding decisions, relying rather on a route specified by the 

source. To forward a message, the intermediate node finds itself in the route (specified in the packet header) 

and transmits the message to the next hop. The burden is on the source to ensure that the route is valid at 

the time of sending, and that every node in the route is a physical neighbour of the previous route hop. This 

approach has the advantage of requiring very little forwarding logic at intermediate nodes, and allows for 

entire routes to be sender authenticated using digital signatures, as in Ariadne [29]. 

We evaluated both the carousel and stretch attacks in a randomly generated 30-node topology and 

a single randomly selected malicious DSR agent, using the ns- 2 network simulator [1]. Energy usage is 

measured for the minimum number of packets required to deliver a single message, so sending more 

messages increases the strength of the attack linearly until bandwidth saturation. We independently 

computed resource utilization of honest and malicious nodes and found that malicious nodes did not use a 

disproportionate amount of energy in carrying out the attack. In other words, malicious nodes are not 

driving down the cumulative energy of the network purely by their own use of energy. Nevertheless, 

malicious node energy consumption data are omitted for clarity. The attacks are carried out by a randomly 

selected adversary using the least intelligent attack strategy to obtain average expected damage estimates. 

More intelligent adversaries using more information about the network would be able to increase the 

strength of their attack by selecting destinations designed to maximize energy usage.  

 
Fig. 1.  Node energy distribution under various attack scenarios. The network is composed of 30 nodes and a single 

randomly positioned Vampire. Results shown are based on a single packet sent by the attacker. 

 

Per-node energy usage under both attacks is shown in Fig. 2. As expected, the carousel attack causes 

excessive energy usage for a few nodes, since only nodes along a shorter path are affected. In contrast, the 

stretch attack shows more uniform energy consumption for all nodes in the network, since it lengthens the 

route, causing more nodes to process the packet. While both attacks significantly network-wide energy 

usage, individual nodes are also noticeably affected, with some losing almost 10 percent of their total 

energy reserve per message. Fig. 3a diagrams the energy usage when node 0 sends a single packet to node 

19 in an example network topology with only honest nodes. 

Black arrows denote the path of the packet.  

 

Fig.2.Honest scenario: node 0 sends a message to node19 
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A. Carousel attack 

In this attack, an adversary sends a packet with a route composed as a series of loops, such that the 

same node appears in the route many times. This strategy can be used to increase the route length beyond 

the number of nodes in the network, only limited by the number of allowed entries in the source 

 

Fig. 3 Carousel attack( malicious node 0) 

In Fig. 3, malicious node 0 carries out a carousel attack, sending a single message to node 19 (which 

does not have to be malicious). Note the drastic increase in energy usage along the original path.3 

Assuming the adversary limits the transmission rate to avoid saturating the network, the theoretical limit of 

this attack is an energy usage increase factor of O(λ), where λ is the maximum route length. 

Overall energy consumption increases by up to a factor of 3.96 per message. On average, a 

randomly located carousel attacker in our example topology can increase network energy consumption by a 

factor of 1:48 _ 0:99. The reason for this large standard deviation is that the attack does not always increase 

energy usage—the length of the adversarial path is a multiple of the honest path, which is in turn, affected 

by the position of the adversary in relation to the destination.  

 

B. Stretch attack.  

  

Another attack in the same vein is the stretch attack, where a malicious node constructs artificially 

long source routes, causing packets to traverse a larger than optimal number of nodes. An honest source 

would select the route Source->        F ->E ->Sink, affecting four nodes including itself, but the malicious 

node selects a longer route, affecting all nodes in the network. These routes cause nodes that do not lie 

along the honest route to consume energy by forwarding packets they would not receive in honest 

scenarios.  

 
Fig 4.Stretch attack ( malicious node 0) 

The outcome becomes clearer when we examine Fig. 3c and compare to the carousel attack. While 

the latter uses energy at the nodes who were already in the honest path, the former extends the consumed 

energy “equivalence lines” to a wider section of the network. Energy usage is less localized around the 

original path, but more total energy is consumed. The theoretical limit of the stretch attack is a packet that 

traverses every network node, causing an energy usage increase of factor O(min(N, λ))where N is the 
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number of nodes in the network and λ is the maximum path length allowed. This attack is potentially less 

damaging per packet than the carousel attack, as the number of hops per packet is bounded by the number 

of network nodes. However, adversaries can combine carousel and stretch attacks to keep the packet in the 

network longer: the resulting “stretched cycle” could be traversed repeatedly in a loop. Therefore, even if 

stretch attack protection is not used, route loops should still be detected and removed to prevent the 

combined attack. In our example topology, we see an increase in energy usage by as much as a factor of 

10.5 per message over the honest scenario, with an average increase in energy consumption of 2:67 _ 2:49. 

As with the carousel attack, the reason for the large standard deviation is that the position of the adversarial 

node affects the strength of the attack. Not all routes can be significantly lengthened, depending on the 

location of the adversary. Unlike the carousel attack, where the relative positions of the source and sink are 

important, the stretch attack can achieve the same effectiveness independent of the attacker’s network 

position relative to the destination, so the worst case effect is far more likely to occur. 

V. Mitigation Methods 

The carousel attack can be prevented entirely by having forwarding nodes check source routes for 

loops. While this adds extra forwarding logic and thus more overhead, we can expect the gain to be 

worthwhile in malicious environments. The ns-2 DSR protocol does implement loop detection, but 

confusingly does not use it to check routes in forwarded packets.5 when a loop is detected, the source route 

could be corrected and the packet sent on, but one of the attractive features of source routing is that the 

route can itself be signed by the source [29]. Therefore, it is better to simply drop the packet, especially 

considering that the sending node is likely malicious (honest nodes should not introduce loops). An 

alternate solution is to alter how intermediate nodes process the source route.  

 

Fig. 5. Loose source routing performance compared to optimal, in a network with diameter slightly above 10. The dashed trend line 

represents expected path length when nodes store logN local state, and the solid trend line shows actual observed performance 
 

To forward a message, a node must determine the next hop by locating itself in the source route. If 

a node searches for itself from the destination backward instead from the source forward, any loop that 

includes the current node will be automatically truncated (the last instance of the local node will be found 

in the source route rather than the first). No extra processing is required for this defence; since a node must 

perform this check anyway we only alter the way the check is done. 

The stretch attack is more challenging to prevent. Its success rests on the forwarding node not 

checking for optimality of the route. If we call the no-optimization case “strict” source routing, since the 

route is followed exactly as specified in the header, we can define loose source routing, where intermediate 

nodes may replace part or all of the route in the packet header if they know of a better route to the 

destination. This makes it necessary for nodes to discover and cache optimal routes to at least some fraction 

of other nodes, partially defeating the as-needed discovery advantage. Moreover, caching must be done 

carefully lest a maliciously suboptimal route be introduced.  

We simulated the loose source routing defence using random-length suboptimal paths in randomly 

generated network topologies of up to 1,000,000 nodes, with diameter 10-14. Results (Fig. 5) demonstrate 

that the amount of node-local storage required to achieve reasonable levels of mitigation approaches global 

topology knowledge, defeating the purpose of using source routing. The dashed trend line represents the 

expected path length of rerouted packets if each node stores log N network paths, where N is the number of 

network nodes, while the solid trend line represents the majority of actual network paths in a loose source-

routing setup.  

The number of nodes traversed by loose source routed packets is suboptimal by at least a factor of 

10, with some routes approaching a factor of 50. Only a few messages encountered a node with a better 

path to the destination than the originally assigned long source route. Therefore we conclude that loose 

source routing is worse than keeping global state at every node. Alternatively, we can bound the damage of 

carousel and stretch attackers by limiting the allowed source route length based on the expected maximum 
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path length in the network, but we would need a way to determine the network diameter.6 While there are 

suitable algorithms [40],there has been very little work on whether they could yield accurate results in the 

presence of adversaries.  

If the number of nodes is known ahead of time, graph-theoretic techniques can be used to estimate 

the diameter. Rate limiting may initially seem to be a good defence, but upon closer examination we see it 

is not ideal. It limits malicious sending rate, potentially increasing network lifetime, but that increase 

becomes the maximum expected lifetime, since adversaries will transmit at the maximum allowed rate. 

Moreover, sending rate is already limited by the size of nodes’ receive queues in rate-unlimited networks 

Rate limiting also potentially punishes honest nodes that may transmit large amounts of time-critical 

(bursty) data, but will send little data over the network lifetime. 

 

VI. PERFORMANCE ANALYSIS 

 

The performance of the proposed scheme is evaluated by means of the network simulator. The 

simulation results bring out some important characteristic functions of the proposed methods. In this 

section we record the various parameters of the simulation by using record procedure. The recorded events 

are stored in the trace files. By executing the trace files by using x graph or gnu plot we can get the graph as 

the output. The energy usage in the attack model can be assessed and compared with the energy usage after 

the application of mitigation methods in the network.  

The bandwidth overhead of our attestation scheme is minimal, as chain signatures are compact 

(less than 30 bytes). Comparatively, a minimum-size DSR route request packet with no route, payload, or 

additional options is 12 bytes [35]; we used 512-byte data packets in our simulations. The additional  and 

width, therefore, is not significant, increasing per-packet transmit power by about 4:8 _J, plus roughly half 

for additional power required to receive. Energy expenditure for cryptographic operations at intermediate 

hops is, unfortunately, much greater than transmit or receive overhead, and much more dependent on the 

specific chipset used to construct the sensor. However, we can make an educated guess about expected 

performance and power costs. Highly optimized software only implementations of AES-128, a common 

symmetric cryptographic primitive, require about 10 to 15 cycles per byte of data on modern 32-bit x86 

processors without AE Specific instruction sets or cryptographic co-processors [6]. 

Due to the rapid growth in the mobile space and increased awareness of security requirements, 

there has been significant recent work in evaluating symmetric and asymmetric cryptographic performance 

on inexpensive and low-power devices. report AES-128 performance on 8-bit microcontrollers of 124.6 

and 181.3 CPU cycles per byte [9], and Feldhofer et al. Report just over 1,000 cycles per byte using low-

power custom circuits[20]. Surprisingly, although asymmetric cryptography is generally up to two orders of 

magnitude slower than symmetric, McLoone and Robshaw demonstrate a fast and low-power 

implementation of an asymmetric cryptosystem 

for use in RFID tags [42]. 

VII. CONCLUSION 

In this paper, we defined Vampire attacks, a new class of resource consumption attacks that use 

routing protocols to permanently disable ad hoc wireless sensor networks by depleting nodes’ battery 

power. These attacks do not depend on particular protocols or implementations, but rather expose 

vulnerabilities in a number of popular protocol classes. We showed a number of proof-of-concepts attacks 

against representative examples of existing routing protocols using a small number of weak adversaries, 

and measured their attack success on a randomly generated topology of 30 nodes. Simulation results show 

that depending on the location of the adversary, network energy expenditure during the forwarding phase 

increases from between 50 to 1,000 per cent By using the mitigation methods, the attacks in the wireless 

sensor networks are greatly reduced. The power consumption by the nodes due to the vampire attacks is 

greatly reduced and resilience to the network was provided. The performance analysis by using the X-graph 

also shows the improvement of the system behavior under different attacks.  
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