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Abstract— In this paper a new hash function is constructed based on multilayer feed forward network with piecewise linear chaotic map. Chaos has been used in data protection because of the features of initial value sensitivity, random similarity and ergodicity. We have used three neuronal layers to prove confusion, diffusion and compression respectively. This hash function takes input of arbitrary length and generate a fixed length hash value.(128 bit, 256 bit or 512 bit). By performance analysis and results we have shown that generated hash function is one way, collision resistant and secure against birthday attacks and man in middle attacks.
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I. Introduction

The wide use of computer networks and wireless devices in communication results a greater need for protection of transmitted information by using cryptography. Cryptography is the ability to send information between participants in a way that prevents others from reading it. So verification of integrity and authentication is a prime necessity in computer systems and networks [11]. In our work we are combining neural networks and cryptography to achieve a robust system against Man-in-the-middle attack and birthday attacks.

Neural Network Artificial neural networks are parallel adaptive networks of consisting of simple nonlinear computing elements called neurons which are intended to abstract and model some of the functionalities of human nervous system in an attempt to partially capture some of its computational strength. They can be used to model complex relationships between inputs and outputs or to find patterns in data. A trained neural network can be a thought of as an “expert” in the category of information it has been given to analyze [16].
So by combining both technologies we can generate better results using less complex functions and providing better security.

A one way hash function is also an important element of cryptography which encodes a variable length message into a hash value with fixed length and will be used in authentication and signature. Secure hash function must satisfy following requirement: one way, secure against birthday attacks and meet-in the middle attack [11].

So nonlinearity property of neural network can be used as alternative to hash algorithms. Neural network has one way property also. For example a neural network has many input and single output. It is easy to generate output from inputs but hard to recorded inputs from output. Recently it was reported that MD5 and SHA-1 are no longer secure [1] [3]. So new hash functions should be required to meet practical applications. The hash function generated by neural network satisfies the security requirements as well as can be effectively implemented with less complexity. Hash Function encodes a plaintext with variable length into a fixed length hash value which is often used in data authentication and signature. In this paper we use neural networks one way property with chaos maps random similarity property.

II. Neural Cryptography

Two identical systems, starting from different initial conditions can be synchronized by a common external signal which is coupled to the two systems. Both of the networks will be trained on their mutual output and can synchronize to a time independent state of identical synaptic weights. This rarity is applied to cryptography. In this case two partners in communication does not have a common secret key but they use their identical weights as a secret key for communication. This common weight can be used to form a key needed for encryption and decryption and other applications.

For this we have used a different type of neural network called Tree parity machine [13] [14] [15].

III. Tree Parity Machine

For this work we have used a simple neural network which is called tree parity machine (TPM). These are special type of neural network.

![Tree Parity Machine Diagram](image)

This can be described by three parameters: K hidden layers, each of which can be seen as a single layer perception with N input neurons in each hidden layer, L is the maximum value for weight {-L...+L}. All input values are binary i.e. 

\[ x_{ij} \in \{-1,+1\} \quad (1) \]

And the weights, which define the mapping from input to output, are discrete Numbers between −L and +L

\[ W_{ij} \in \{-L,−L+1,\ldots,+L\} \quad (2) \]

Output value of each hidden neuron is calculated as a sum of all multiplications of input neurons and these weights:

\[ \sigma_i = \text{sgn} \sum_{j=1}^{N} W_{ij}x_i \quad (3) \]

Two partners have the same neural machines and their output value is calculated by:

\[ \tau = \prod_{i=1}^{k} \sigma_i \quad (4) \]
Both networks receive common inputs vector X and select random initial weight vectors W. Both the networks trained by their output bits $\tau(A) = \tau(B)$.

The following learning rules can be applied:

1. If $\tau(A) \neq \tau(B)$ nothing is changed.
2. If $\tau(A) = \tau(B) = \tau$ only the hidden unit is changed for $\sigma_k(A/B) = \tau(A/B)$
3. Three different rules can be considered for learning.

   a) Hebbian learning rule:
   
   $$w_i' = w_i + \sigma_i x_i \theta(\sigma_i \tau) \theta(\tau^A \tau^B)$$  \hspace{1cm} (5)

   b) Anti-Hebbian learning rule:
   
   $$w_i' = w_i - \sigma_i x_i \theta(\sigma_i \tau) \theta(\tau^A \tau^B)$$  \hspace{1cm} (6)

   c) Random-walk learning rule:
   
   $$w_i' = w_i + x_i \theta(\sigma_i \tau) \theta(\tau^A \tau^B)$$  \hspace{1cm} (7)

Here, Theta is a special function. Theta $(a, b) = 0$ if $a < > b$; else Theta=1. The $g(\ldots)$ function keeps the weight in the range $[-L...+L]$ [2].

### IV. Secret Key Generation

1. First of all determine the neural network parameters i.e. k, the number of hidden layer units n, the input layer units for each hidden layer unit l, the range of synaptic weight values is done by the two machines A and B.
2. The network weights to be initialized randomly.
3. Repeat 4 to 7 until synchronization occurs.
4. The inputs of the hidden units are calculated.
5. The output bit is generated and exchanged between the two machines A and B.
6. If the output vectors of both the machines are same i.e. $\tau_A = \tau_B$ then the corresponding weights are modified using the Hebbian learning rule, Anti-Hebbian learning rule and Random-walk learning rule.
7. After complete synchronization, the synaptic weights are same for both the networks. And these weights are used as secret key [14].

In this technique we can increase the key size without increasing the weight range as a result we get maximum security with less synchronization time. This key can be utilized to encrypt a sensitive message transmitted over an insecure channel using any encryption algorithm.

We have used this key in sub key generations used as weight, bias and control parameter in Neural Networks to generate hash. While generating hash code value $H(M)$ for a message $M$, the hash code is different for same message because weights are different from the same values obtained at different synchronization session.

The key generated from TPM is of 128 bit which is further divided in four parts 32 bit each. These four key will be quantized and used to generate all the nine sub keys which are composed of 151 data pixels for the uses of neural networks in hash code generation. The chaotic map is applied on subparts of keys to generate subkeys. The use of neural networks and this sub key generation is discussed in next section.
V. Proposed Hash Algorithm

Three layer neural network is used for generating the hash function which is composed for three layers - input layer hidden layer and output layer. These layers are used to realize data confusion, diffusion and compression respectively. Let the layers inputs and output be \( M = [M_1 M_2 \ldots M_{11}] \), \( X = [X_0, X_1, \ldots, X_9] \) and \( Y = [Y_0, Y_1, \ldots, Y_9] \) and \( H = [H_0, H_1, H_2] \) so functioning of neural network is defined as:

\[
H = f_2(W_2 Y + B_2) = f_2(W_2 f_1(W_1 f_0(W_0 M + B_0) + B_1) + B_2))
\]

(7)

Where \( f_i, W_i \) and \( B_i \) \((i=0,1,2)\) are the piecewise linear chaotic map as transfer function, weight and bias of the \( i \)th neuron respectively.

And \( f \) is defined as:

\[
f(Z(k), Q) = \begin{cases} 
  \frac{Z(k)}{Q}, & 0 \leq Z(k) < 0.5 \\
  \frac{Z(k) - Q}{0.5 - Q}, & 0.5 \leq Z(k) < 0.5 \\
  \frac{1 - Q - Z(k)}{0.5 - Q}, & 0.5 \leq Z(k) < 1 - Q \\
  \frac{1 - Z(k)}{Q}, & 1 - Q \leq Z(k) \leq 1 \\
  Z(k) - 1, & Z(k) \geq 1 
\end{cases}
\]

Where \( Q \) is control parameter and its value in \([0, .5]\). Here map is piecewise linear and it is in chaotic state when \( 0 < Q < 0.5 \). This chaotic map has parameter sensitivity means a small change in initial values \( Z(k) \), \( Q \) causes drastic change in iterated values \( Z(k+T) \) which is suitable for constructing a cipher.

Generally chaotic map is iterated for \( (T > = 50) \) to keep the randomness of output for each layer. Chaotic map \( f() \) is applied on each layer and used as an activation function. Input and output layers are iterated \( T \) times in order to improve the randomness of output of hidden layer and \( Y \) and \( H \). By improving the randomness the strength of cryptosystem is strengthened.

First of all the message \( M \) is divided in \( n \) number of blocks each of 32 bits. Then XORED them together before applying on neural network.

**Figure 3:** Three layer Neural network
M=M_1 XOR M_2 XOR……..M_N \quad (8)

Here Input layer is defined as:

$$X=f^T\left(\sum_{i=0}^{32} W_{0,i} M_i + B_0, Q_0\right)$$ \quad (9)

Weight vector is \(W_0=[w_{0,0} \ w_{0,1} \ldots \ w_{0,31}]\) for input layer because input \(M\) of 32 bit is divided into 8 data pixels each consists of 4 input neurons \([M_0,M_1,M_2,M_3]\) and \(B_0,8\times1\) and chaotic map is applied on input layer is \(T\) iteration times to complicate the relationship between input and output layers. \(X\) This strengthens the property of diffusion.

Hidden layer is defined as:

$$Y=f_1(W_1 X+B_1,Q_1)$$ \quad (10)

Where \(W_1\) is of \(8\times8\), \(B_1=8\times1\) and \(Y=8\times1\).The aim of hidden layer is to diffuse the change of \(X\) in \(Y\). In order to keep cost low the map \(f()\) is iterated once for hidden layers.

And final hash value is generated as

$$H=f_2(W_2 Y+B_2,Q_2)=f^T(W_2 Y+B_2,Q_2)$$ \quad (11)

It means the transfer function is iterated \(T\) (where \(T \geq 50\)) times in the output layer. So the statistical relationship between generated hash value and \(K\) generated by TPM is very difficult to compute. So the new Hash function proves the confusion as well as diffusion properties which are required to construct any cryptosystem.

VI. Security Analysis

A) Irreversible Property

In the proposed hash function is easy to computed from \(M\) and \(K\) according to the equation, but infeasible to compute \(M\) and \(K\) if only \(H\) is known. So it is impossible for attacker to compute \(M\) and \(K\) when \(H(M)\) is known. This proves the one way property of the hash function.

$$X_j = f^T \left(\sum_{i=4j+3}^{4j+4} W_{0,i} M_i + B_{0,j} + Q_0\right)$$ \quad (12)

Where \(j=0\) to \(7\)

To compute \(M\), from the above equation here weight and bias are not known coz it is generated by the key generated from synchronization of Tree parity machine. Two methods can be tried: selected plain text attack and brute force attack. For the brute force attack 8 data pixels need \(2^{8 \times 32}=2^{256}\) which is impractical for today’s computers.

Selected plaintext attack can be practical if bias values and weight values are known. But here we compute weight values and bias values randomly after some permutation from key generated by tree parity machines and also according to chaotic map It needs \(4^T\) (If \(T \geq 50\) then \(2^{100}\)) times to compute weight values and bias from \(X\) (input of hidden layer) which seems impractical if \(T\) is big enough. The piecewise linear chaotic map always keep the hidden layer and output layer one way.

B) Resistance to Man in the middle attack

Man in the middle attack is to find contradiction through looking for a suitable substitution of plain text block. But here we have divided our message in \(n\) number of message blocks and then XORed them together and after some permutation the message is applied to the neural network for hash code Generation. If any attacker tries to substitute plaintext before applying neural network needs a key, but here the used key is generated by Tree parity machine for each message at a time and the Key is used for the generation of weight ,bias, and control parameters for all the three layers.
VII. Implementation and Results

All work has been done in MATLAB and some data sets are obtained for synchronization time by varying number of input units.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Different issues</th>
<th>Without NN</th>
<th>With NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Randomness</td>
<td>no</td>
<td>More</td>
</tr>
<tr>
<td>2.</td>
<td>Security</td>
<td>less</td>
<td>More</td>
</tr>
<tr>
<td>3.</td>
<td>Synchronization</td>
<td>Not required</td>
<td>required</td>
</tr>
</tbody>
</table>

Table 1: Comparison between cryptography and Neural Cryptography

The number of iterations required for synchronization by varying number of input units. If the value of n increases, the synchronization time and number of iteration also increases.

<table>
<thead>
<tr>
<th>S.No .</th>
<th>No. of Input units</th>
<th>No. of hidden units</th>
<th>No. of iterations</th>
<th>Weight range</th>
<th>Key</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>5</td>
<td>3</td>
<td>764</td>
<td>7</td>
<td>@BHCCIFCFEFA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>GG@</td>
</tr>
<tr>
<td>2.</td>
<td>7</td>
<td>3</td>
<td>1156</td>
<td>7</td>
<td>IIBC@IFA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FBCAHIG</td>
</tr>
<tr>
<td>3.</td>
<td>10</td>
<td>3</td>
<td>1201</td>
<td>7</td>
<td>KHIJKMLHK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>OFGOJG</td>
</tr>
</tbody>
</table>

Table 2: Results of implementation of TPM when input units varying.

Hash function is generated by given a plain text block composed of 32 data pixels encoded into hash value H composed of 4 data pixels. Sub graph (a) shows change in 32 bits of plaintext with respect to binary sequence 0 and 1. Subgraph (b) shows the Hash code of 128 bits according to given plaintext of 32 bits in binary sequence 0 and 1.

Figure 4: shows the variation of between plaintext and Hash Code

VIII. Conclusion and future work

The keyed hash function is proposed and analyzed in this paper. Key is generated by synchronization and mutual learning of tree parity machines. Then this secret key is used in generation of sub keys. These generated subkeys are used in three layer neural network to constructing a hash code based on neural network. So we are offering double security to generated hash code. In compare to cryptographic hash functions this neural hash function is easy to implement and provide best results due to synchronization and self adaptive behavior of neural networks. This hash function adopts the neural network’s one way property, confusion and diffusion property suitably. Use of piecewise linear chaotic map adds more data protection Final hash of 128 bit is generated by XORing of intermediate hash values.

Our future work is to embedded harder mathematics in Neural cryptography to keep the system more secure and we can design an efficient Neural network based digital signature which uses the neural hash algorithm instead of using cryptographic hash functions.
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