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Abstract- Software utilization has gained momentum over the last decade. The development of such software is largely dependent on testing the product for its reliability. With software testing being the major cost driver in the development of software, optimizing the test cost is a major problem in software organization. Recently, attempts have been made through heuristics and evolutionary algorithms like genetic algorithm to minimize test cost. Inspired by these attempts in literature, in this paper, ant colony optimization algorithm has been adapted to tackle increasing test cost. Experimentation has been carried out on real time applications to determine the minimum cost along the trails of the ants. The results obtained using MACO algorithm is compared with information gain.
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I. INTRODUCTION

The development of software is determined by the choice of the right technology and skillset of people. It is widely believed that a well-designed software product is characterized largely by effective testing. The NIST report [12] states that, from 40-50% of the cost when developing the software is spent on testing to release a quality product. Software organizations often have very tight time and budget constraints, which will restrict the actual testing activity. Consequently, such implications insist on test cost reduction during the software development and software organizations insist on research activities to develop effective methods for software testing. Test cost reduction should focus on identifying a minimal cost of test cases after removing redundant attributes of the original test suite.

Evolutionary computation encompasses algorithms that mimic the principles of natural evolution [1]. Evolutionary algorithms use population-based random variation and selection to search a space of...
candidate solutions in light of performance information. The basic types of evolutionary algorithms include:

1. Genetic Algorithm
2. Particle Swarm Optimization
3. Ant Colony Optimization
4. Bee Colony Optimization

However, there are few efforts for applying some of these novel search-based optimization techniques in the area of software testing [2],[3],[4]. Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover [1]. The genetic algorithm has been adapted for minimal test cost reduction problem [5] and attribute reduction with test cost constraint [6].

Bee colony optimization (BCO) algorithm is inspired by the intelligent foraging behavior of honey bees. The bees find the food sites (test cases) then the best test cases is computed (fitness) with less computing resources [7].

However, the findings of the literature reveal that Bee Colony Optimization is that premature convergence is the limitation of Genetic Algorithms and Bee Colony Optimization requires in-depth knowledge of mathematics to solve problems.

Ant Colony Optimization (ACO) algorithm is a probabilistic technique for solving computational problems which can be used to find optimal paths through the graph [8]. It is depends on the behavior of ants in finding paths from their colony to food [8],[9]. ACO can be adapted for test suite optimization because in real time the ACO can adapt to changes and hence in this paper the ACO optimization technique has been proposed as Modified Ant Colony Optimization (MACO) algorithm for reduction in test cost on three real time test sets. The next section describes the proposed test cost reduction algorithm.

II. TEST COST REDUCTION

The test cost reduction (Fig 1) begins with the test sets of the application as input. It is followed by applying the MACO algorithm. The performance evaluation of the experimentation compares MACO and the state-of-the art algorithm Information Gain (IG) [10].

![Fig 1. Block diagram of test cost reduction](image-url)
The proposed MACO algorithm represents the test requirements as a complete graph. In this graph each vertex corresponds to one requirement associated with the given universal test suite. Each vertex also contains information pertaining to the test cost and each edge connecting a vertex has information about the cardinality of test cases. The test case cardinality representing the weights of each edge denotes the pheromone density. In each iteration ants are generated. The basic operations done by adapting ACO for test cost reduction is depicted in MACO algorithm.

Algorithm MACO

Input:
Universal test suite $T$
Requirements $R$

Output:
Minimal test cost test cases, $T_{rs}$

Begin

for each test set $T_i$ in $T$
do
create ants $a_j$ for the requirements $r_i$
end do
end for

for $a_j$ in $T_i$
do
select the next vertex $v_i$ and compute the best costs $c_i$ for each test set $T_i$
if $a_j$ reaches the last vertex of last trail then
update the pheromones of each edge traveled by $a_j$
endif
end do
end for

$\lambda = \sum_{i=1}^{n} \frac{c_i}{n}$

for $i$ in $n$
do
if ($c_i < \lambda$) then
$T_{rs} \leftarrow T_{rs} U t_i$
end if
end do
end for

End

The length of the ant trail in each iteration is recorded. Then the best paths are selected which represents best cost. The average cost is computed for all the recorded paths as $\lambda$ and the path with cost less than $\lambda$ is the minimal test cost. The test cases corresponding to this condition is placed in the representative set $T_{rs}$.
III. RESULTS

Windows 8 pro Operating system has been used, JDK 1.7 and COSER (Cost Sensitive Rough set)[12] has been used. The system requirements are: CPU: 3GHz, RAM: 6 GB, Storage 500 GB.

Experimentation has been carried out with four test suites from UCI data sets [13]. The output screenshots for generating ants and trails is depicted in Fig 2. The details of pheromone trails, cost determined in each ant trail, computation of average cost and minimal cost for the test suite considered is illustrated in Fig 3.

![Fig 2. Initialization of MACO algorithm](image)

![Fig 3. Results of MACO algorithm](image)

The real time test sets namely: Mushroom, Vote and Tic-Tac-Toe from UCI data set [13] are given as input to MACO algorithm implementation in Java. The test cost range generated for each ant trail and the minimum cost which is determined as the best cost is tabulated in table 1. The results obtained using MACO and IG is depicted in Fig 4. The results of experimentation shows that for Tic-Tac-Toe the minimal cost incurred was 402 which was higher than the minimum cost incurred for Vote and Mushroom test set.
TABLE 1

Results of experimentation for real time application test suites using MACO algorithm

<table>
<thead>
<tr>
<th>S.No</th>
<th>Test Suites</th>
<th>Test cost range</th>
<th>Minimum Test cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Mushroom</td>
<td>380-420</td>
<td>384</td>
</tr>
<tr>
<td>2.</td>
<td>Vote</td>
<td>385-410</td>
<td>399</td>
</tr>
<tr>
<td>3.</td>
<td>Tic-tac-toe</td>
<td>390-420</td>
<td>402</td>
</tr>
</tbody>
</table>

Fig 4. Best Cost obtained for the test sets using MACO and IG

IV. CONCLUSION

In the proposed approach, the ant colony optimization algorithm has been adapted to determine the minimal test cost for four real time application test suites is kept as the constraint. The results show that an average of 80% optimization in test cost is obtained using the proposed approach, in comparison to the information gain-based λ-weighted reduction algorithm which is 75%.

The results obtained for information is more formative in ACO when compared with information gain. Thus the results of experimentation show that when MACO algorithm is used the test cost is less than that obtained through IG.
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