Discovering Classification Rules from Multi Relational Database Having Multiple Class Values
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Abstract—Today in the real world data are stored in a structured format known as relational database. An increasing number of data mining applications involve the analysis of complex and structured types of data and require the use of expressive pattern languages. So, to classify object in one relation, we have to collect information from another relation. Multi-relational classification is the process of building a classifier based on information stored in multiple relations. Multi relational classification is used to predict behavior and unknown patterns automatically. This paper presents the various approaches of classification for relational database such as Tuple ID Propagation, Selection Graph, Multi-View Learning etc. and proposed work for multi class classification using Tuple ID Propagation in multi relational database.
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I. INTRODUCTION

The main objective of data mining technique is to extract the information from large amount of data. There are lots of existing data mining techniques available, which look for pattern in single table, but in real world, data are stored in structured format known as relational database. Such a database consist of multiple relation which are linked together conceptually via entity relationship links.

A. Multi relational classification

Multi relational classification build a model for predicting class labels of target objects using information in multiple relation and goal is represented by the class label in the training data sets. Multi relational classification aims at building a classification model that utilize information in different relations. In a database for multi relational classification, there is one target relation, Rt, whose tuples are called target tuples and are associated with class labels. The other relations are called non-target relations. Each relation has one primary key which uniquely identifies tuples in the relations and several foreign keys where a primary key in one relation can be linked to the foreign key in another.
Research direction map for relational database.

![Research direction map for relational database.](image)

Fig. 1 : Research direction map for relational database.

II. LITERATURE REVIEW

In this section, I present the different approaches of multi relation classification based on relational database such as Selection Graph, Tuple ID Propagation and Multi View Learning.

A. Selection Graph

When multi relational patterns are expressed in terms of graphical language, then we called as selection graph. Selection graph model is used in SQL database language to directly deal with tables.

i) **MRDTL (multi relational decision tree algorithm)** \(^{(7)}\)

MRDTL constructs a decision tree for classifying a target attribute from a target table in a given database. MRDTL adds decision nodes to the tree through a process of successive refinement until some termination criterion is met. The choice of the decision node to be added at each step is guided by a suitable impurity measure such as information gain. MRDTL starts with the selection graph containing a single node at the root of the tree, which represents the set of all objects of interest in the relational database. This node corresponds to the target table \(T_0\). The algorithm iteratively considers every possible refinement that can be made to the current selection graph \(S\) with respect to the database \(D\) and selects the optimal refinement and its complement. Each candidate refinement is evaluated in terms of the split of the data induced by it with respect to the target attribute, as in the case of the propositional version of the decision tree learning algorithm. The hypothesis resulting from the induction of the relational decision tree algorithm can be viewed as a set of SQL queries associated with the selection graphs that correspond to the leaves of the decision tree.

ii) **MRDTL-2** \(^{(9)}\)

MRDTL has two significant limitations from the standpoint of multi-relational data mining from large, real-world data sets:

(a) Slow running time

(b) Inability to handle missing attribute values

MRDTL-2 extends an MRDTL which includes enhancements that overcome two significant limitations of MRDTL.

iii) Limitations:

- Incorporation of sophisticated methods for handling missing attributes values into MRDTL-2.
- Incorporation of sophisticated pruning methods or complexity regularization techniques into MRDTL-2 to minimize overfitting and improve generalization.
- More extensive experimental evaluation of MRDTL-2 on real-world data sets.
• Development of ontology-guided multi-relational decision tree learning algorithms to generate classifiers at multiple levels of abstraction (based on the recently developed propositional decision tree counterparts of such algorithms).
• Development of variants of MRDTL for classification tasks where the classes are not disjoint, based on the recently developed propositional decision tree counterparts of such algorithms.
• Development of variants of MRDTL that can learn from heterogeneous, distributed, autonomous data sources based on recently developed techniques for distributed learning.
• Application of multi-relational data mining algorithms to data-driven knowledge discovery problems in bioinformatics and computational biology.

B. Tuple ID Propagation

Tuple ID propagation is a technique for performing virtual join, which greatly improves efficiency of multirelational classification. Instead of physically joining relations, they are virtually joined by attaching the IDs of target tuples to tuples in nontarget relations. Tuple ID propagation is flexible and efficient, because IDs can easily be propagated between any two relations, requiring only small amounts of data transfer and extra storage space. By doing so, predicates in different relations can be evaluated with little redundant computation[1]. CrossMine - CrossMine, which includes a set of novel and powerful methods for multi-relational classification, including:
• Tuple ID propagation, an efficient and flexible method for virtually joining relations, which enables convenient search among different relations.
• New definitions for predicates and decision-tree nodes, which involve aggregated information to provide essential statistics for classification.
• A selective sampling method for improving scalability with regard to the number of tuples[1][5].

i) CrossMine Tree

Initially works on all target tuples and set the target relation to active. At each step, it searches for the best attribute A in all active relations and relations joinable with any active relation, and uses A to divide the target tuples. CrossMine-Tree works on each partition of tuples, and recursively builds a tree for that partition. A tree node is not further divided if the number of target tuples is less than Minimum number of tuples.

ii) CrossMine Rule

Repeatedly search for a best predicate and append it to the current rule, until no gainful predicate can be found. A relation is active if it appears in the current rule. Every active relation is required to have the correct propagated IDs on every tuple before searching for the next best predicate[5][14][20].

iii) Limitations:
• Improving scalability by directly use database operation to achieve Tuple ID propagation.
• Sometimes too many IDs are propagated to each tuple in a relation, which makes it hard to limit the time/space complexity of the algorithm.

C. Multi View Learning

The multi-view learning problem with n views can be seen as n inter-dependent relations and are thus applicable to multi-relational learning.

i) MVC

Multi View Classification approach first classifies the multiple databases into different local groups. Next, local patterns are learned from each of these groups. Finally, a weighting process is initiated to synthesize the obtained local patterns.

There are five stages in this method.
1. Information Propagation stage:
   Use Tuple ID Propagation to Propagate the IDs from target relation to non-target relation.
2. Aggregation stage:
   Summarize information embedded in multiple tuples and squeeze them into one row.

3. View Learner Construction stage:
   Construct various hypotheses on the target concept.

4. View Validation stage:
   Validate various hypotheses generated in the above stage.

5. View Combination stage:
   The resulting multiple view learners are incorporated into a meta learner to construct the final classification model.

ii) MVC-IM\textsuperscript{[11][13]}

Multi View Classification for imbalanced data. The main goal of the MVC-IM method is to learn a model which can better predict both the majority and minority class in imbalanced data. MVC-IM method extends the MVC method by introducing two methods:

1. View Validation:
   To produce a combine classifier, which is superior to the individual view learner, each inducted view learner has sufficient knowledge on the minority class.

2. View Combination:
   The voting combination technique is employed to obtain better knowledge on both majority and minority classes. For this, different techniques are used such as Stacking, Bagging and Boosting.

iii) Limitations:

- To study applying data preprocessing techniques such as feature selection in order to further improve the performance of the MVC algorithms.
- It would also be interesting to examine the influence of different model combination techniques and view validation strategies.
- Study different "goodness" heuristic measurements and their impact on these algorithms.
- Evaluating the method against learning tasks with more than two classes will be interesting to investigate.
- Study how the total tuples and imbalanced ratio in each resulting view impacts the result of the final combination model.
- Also, it would be very interesting to further investigate relational schemas with composite keys.
- MVC can be extended to include selection of the right classifier at the table level.
- Consequently, no guidelines are available to select the best classifier for a particular type of data.
- In future, experimentation with different view combination techniques, such as majority voting and weighted voting can be future investigated.

D. Motivation from Literature

Today, in the real world all data are stored in the structured format. This data are used for better decision making process. It is not necessary that the all-time decisions are taken in the binary form such as Yes or No. Sometimes many situations are occurring in which more than two types of decisions come which is a challenging task. The methods found in literature can handle binary class data well. It motivates to propose the method Cross Mine Tree – MC for the multiclass data in multi-relational database.

III. PROPOSED APPROACH

The proposed work extracts the classified rules using Tuple ID Propagation from Multi class Multi relational database. The proposed algorithm is CrossMine Tree-MC(CrossMine Tree – Multi class) for multi class classification in multirelational database.
The Steps for proposed Algorithm are as follows:

1. First, Data preprocessing is done on target relation. This process is shown in figure 2:

   ![Flow Chart]

   Figure 2 : Data Preprocessing Flow Chart

2. Take the multi relational database as input.
3. Tuple Id propagation is performed.
4. Count the number of target tuples in the target relation.
5. If no. of target tuples < MIN_SUP then Return. (MIN_SUP=Minimum No. of tuples required for classification)
6. Evaluate all attributes(A) of the target relation and calculate the Information Gain of each attribute. Information gain of class label is calculated by

   \[ Info(D) = -\sum_{i=1}^{m} p_i \log_2(p_i), \]

   Information gain of attribute is calculated by

   \[ Info_A(D) = \sum_{j=1}^{v} \frac{|D_j|}{|D|} \times Info(D_j). \]

   Information gain is defined as the difference between the original information requirement (i.e., based on just the proportion of classes) and the new requirement (i.e., obtained after partitioning on A). That is,

   \[ Gain(A) = Info(D) - Info_A(D). \]

   7. If Information Gain(A)<MIN_INFO_GAIN then return.
8. The attribute with highest INFO_GAIN is become a root node of the tree.
9. Then divide the target relation according to root node.
10. Repeat until all attributes are evaluated and finally set the class label with higher frequency.

IV. CONCLUSIONS

Multirelational data mining deals with knowledge extraction from relational database containing multiple tables. This paper presents the different classification approaches based on relational database
including selection graph, Tuple ID Propagation and Multi View Learning. All of these methods are implemented for two classes. But in real world, many situations are occurred in which multiple decisions are take place. The proposed work is used for this type of situation.
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