Abstract: Genetic Algorithms are the biologically inspired optimization algorithms that mimic the process of natural evolution. The performance of evolutionary algorithm in finding the optimal solutions can be broadly categorized into two strategies: exploration and exploitation, but it has been clearly shown in the literature that one cannot claim that which one is better than others in all the problems or all stages of the problems. Different operators used in evolutionary approaches are either inclined towards exploration or towards exploitation but problems need the operators having the blend of both. This paper studies different mutation operators and a hybrid mutation operator has been proposed, the behavior of which is controlled by the local search. So, in the early cycle of evolution it is more like exploration and gradually it shifts towards exploitation that prevents the algorithm to stick in local optima. The experiments have been conducted using TSP oliva30 and Eil51 benchmark problems and implementation is carried out using MATLAB. Results show the improvement of memetic algorithm with hybrid mutation operator over existing genetic algorithm with simple mutation operators.
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I. INTRODUCTION

Evolutionary algorithms are the adaptive heuristics search algorithms that follows the Darwin concept of “Survival of the fittest” and mainly used for optimization problems for more than four decades [1]. This principle is similar to competition among individuals for limited resources present in nature that results in the fittest individuals dominating over the weaker ones. Some of the evolutionary algorithms are Genetic algorithms, Genetic programming, Evolutionary programming Evolutionary Strategies etc. Genetic algorithms are adaptive optimization algorithms that mimic the process of natural selection and genetics [2]. A generic genetic algorithm consists of following operations namely: Initialization, Selection, Crossover, Mutation and Replacement. Initialization refers to the generation of initial population by using some suitable encoding scheme that depends on the type of problem. Selection operator selects the individuals randomly or according to their fitness. Crossover and mutation are used to maintain diversity in the population. During replacement, the old individuals are replaced by new offspring’s. The cycle stops when the optimal result is achieved.

The performance of genetic algorithms depends on the balancing between the exploitation and exploration techniques. Exploitation means to use the already available knowledge to find out the better solution and Exploration is to investigate unknown and new area in search space. The power of genetic algorithms comes from their ability to combine both exploration and exploitation in an optimal way. Due to the inherent characteristics of premature convergence and genetic drift, genetic algorithms are incapable of finding global optimal solution. A local search method within the genetic operator can introduce new genes than can overcome the problem of genetic drift and accelerate the search towards global optima [3]. Hybrid genetic algorithm or Memetic algorithm is a combination of genetic algorithm and a local search method. In memetic algorithms, knowledge and local search can be incorporated at any stage like initialization, selection, crossover and mutation. Genetic Algorithm mainly produces the solutions of low quality due to finite initial population size and not able to locate the best solution in the best region due to its inability to make small moves in the...
neighborhood of current solution [4]. Using a local search method within the framework of genetic algorithm can improve the exploiting ability of search without limiting its exploring ability. Mutation means altering of one or more genes values in a chromosome that maintains diversity from one generation of a population of chromosome to next generation. Mutation occurs during evolution according to user definable mutation probability. The main focus of this paper is to study different mutation operators and then proposed a local search based hybrid mutation in order to maintain balance between exploration and exploitation at end of the cycle.

II. LITERATURE REVIEW

Rakesh Kumar, Jyotishree [5] proposed a novel crossover operator that incorporates knowledge based on existing population and uses the principles of tabu search. The paper has compared two crossover operator namely PMX (Partially mapped Crossover) and proposed tabu crossover on the benchmark TSP Eil51 problem. It was found that the proposed crossover yielded better results than PMX. The performance of memetic and genetic algorithm has been investigated for the cryptanalysis on simplified data encryption standard problems (SDES) by Poonam Garg [6]. The result showed that memetic algorithm is superior for finding number of keys than genetic algorithm. Antariksha [7] proposed a hybrid genetic algorithm based on GA and Artificial Immune network Algorithm (GAIN) for finding optimal collision free path in case of mobile robot moving in static environment filled with obstacles. The results show that GAIN is better for solving such kind of problems. E. Burke et al. proposed a memetic algorithm based on Tabu search technique to solve the maintenance scheduling problem. The proposed algorithm performs better and can be usefully applied to real problems [8].

Malin et al [9] proposed a memetic algorithm for feature selection in volumetric data containing spatially distributed clusters of informative features in neuroscience application. They concluded that the proposed MA identified a majority of relevant features as compared to genetic algorithm. Manju Sharma et al proposed a tabu search based selective initialization hybrid algorithm that supplies more fit individuals in the beginning phase itself. The experiment has been conducted using TSP problem. The Implementation result shows that the proposed memetic algorithm performs better than the existing initialization scheme in terms of better solution [10]. Authors also proposed a hybrid polygamous selection operator that incorporates polygamy with local search that outperforms simple genetic algorithm as well as polygamy [11]. Swapna Devi et al [12] proposed a memetic algorithm where chemo taxis mechanism of Bacterial Foraging Optimization (BFO) is used as local search. The result shows that the proposed memetic algorithm is better in terms of speed of convergence and quality of solutions.

III. TYPES OF MUTATION

Types of Mutation

- Insert Mutation

It is used in Permutation encoding. First of all, pick two allele values at random. Then move the second allele to follow the first, shifting the rest along to accommodate. Note that this preserves most of the order and the adjacency information [13].

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\end{array}
\]

Fig.1 Insert Mutation

- Inversion Mutation

Inversion mutation is used for chromosomes with permutation encoding. In order to perform inversion, pick two alleles at random and then invert the substring between them [13]. It preserves most adjacency information and only breaks two links but it leads to the disruption of order information.

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\end{array}
\]

Fig.2 Inversion Mutation

- Scramble Mutation

Scramble mutation is also used with permutation encoded chromosome. In this mutation, one has to pick a subset of genes at random and then randomly rearrange the alleles in those positions. Subset does not have to be contiguous.

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\end{array}
\]

Fig.3 Scramble Mutation

- Swap Mutation

It is also used in Permutation encoding. To perform swap mutation select two alleles at random and swap their positions. It preserves most of the adjacency information but links broken disrupts order more [13].
- **Flip Mutation**
  Based on a generated mutation chromosome, flipping of a bit involves changing 0 to 1 and 1 to 0. A parent is considered and a mutation chromosome is randomly generated [13]. For a 1 in mutation chromosome, the corresponding bit in parent chromosome is flipped (0 to 1 and 1 to 0) and child chromosome is produced. It is commonly used in binary encoding.
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  **Fig. 4 Swap Mutation**

- **Interchanging Mutation**
  Two random positions of the string are chosen and the bits corresponding to those positions are interchanged [13].
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  **Fig. 5 Flip Mutation**

- **Reversing Mutation**
  In case of reversing mutation applied for binary encoded chromosome, random position is chosen and the bits next to that position are reversed and child chromosome is produced [13].
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  **Fig. 6 Interchanging Mutation**

- **Uniform Mutation**
  The Mutation operator changes the value of chosen gene with uniform random value selected between the user specified upper and lower bound for that gene [13]. It is used in case of real and integer representation.

- **Creep Mutation**
  In creep mutation, a random gene is selected and its value is changed with a random value between lower and upper bound. It is used in case of real representation [13].

IV. MEMETIC ALGORITHM & LOCAL SEARCH

Hybrid genetic algorithm is formed by incorporation of problem specific information in a genetic algorithm at any level of genetic operation [14]. The technique of hybridization of knowledge and global genetic algorithm is memetic algorithm. Memetic Algorithm is motivated by Dawkins notation of a meme. A meme is a unit of information that reproduces itself as people exchange ideas [15]. Memetic Algorithm binds the functionality of genetic algorithm with several heuristics search techniques like simulated annealing, tabu search, hill climbing etc. Before constructing an effective hybrid genetic algorithm, a number of issues should be carefully addressed. Two popular ways of hybridization depends on the concepts of “Baldwin effect” [16] and “Lamarckism” [17]. According to Lamarckism, the characteristics acquired by individual during its lifetime may become heritable traits. According to this approach both the fitness and genotype of individuals are changed during local optimization phase. According to Baldwinian search strategy, the local optimization can interacts and allow the local search to change the fitness of individual but genotype itself remain unchanged. Baldwinian search also have the effect of obscuring genetic differences and hindering the evolution process. This is known as Hindering effect [18]. This occurs as a result of different genotype mapping to the same phenotype. Most of the memetic algorithms are based on Lamarckism approach of hybridization.

In the proposed memetic algorithm, mutation operator is hybridized by using a local search technique namely hill climbing search. In principle, hill climbing algorithms perform a loop in which the currently known best solution individual is used to produce one offspring $P_{new}$. If this new individual is better than its parent, it replaces it. Then, the cycle starts all over again.

**Algorithm**

```plaintext
Hill-Climbing (problem) return state
node: present, neighbor;
present := Make-Node(Initial-State(problem));
loop do
    neighbor := highest-value-successor(present)
```
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if (Value(neighbor) < Value(present))
    then return State(present)
else current := neighbor
end loop

The returned state is a local maximum state.

V. PROPOSED HYBRID MUTATION

Mutation operator mainly depends on the type of encoding used in the problem. Mutation operator applicable in one encoding scheme sometimes leads to infeasible solution in other encoding scheme. By using any of the mutation operator one cannot achieve the optimal result. Still there is a scope of improvement in all the mutation in terms of performance. In this paper, a hybrid mutation operator is proposed which incorporates certain knowledge component along with existing mutation like inversion during mutation operation to generate better offspring using the principle of hill climbing search as shown in figure 1. In the proposed hybrid mutation one has to apply any problem specific mutation then do the improvement by using the hill climbing local search. Mutation prevents the algorithm to be trapped in a local minimum. Mutation plays the role of recovering the lost genetic materials as well as for randomly disturbing genetic information. It is an insurance policy against the irreversible loss of genetic material. If crossover is supposed to exploit the current solution to find better ones, mutation is supposed to help for the exploration of the whole search space. A simple mutation operator is not able to make small moves in the particular search area. In order to make a small move that may result into the better optimal result, one has to apply a local search. Let us consider the example of the permutated encoding TSP problem. In case of permutated encoding one can use the inversion mutation operator.

For example, suppose two parents are selected for crossover as below:
Parent1: 4 3 6 2 5 1 9 7 8
Parent2: 6 4 7 1 5 2 9 8 3
And suppose crossover sites are chosen as 2 and 6.
Children produces by PMX are as follows:
Child1: 4 3 7 1 5 2 9 6 8
Child2: 7 4 6 2 5 1 9 8 3
Apply mutation operator, suppose inversion mutation.
And suppose mutation sites are 3 and 6.
Mutated Child1: 4 3 2 5 1 7 9 6 8
Mutated Child2: 7 4 1 5 2 6 9 8 3
Apply hill climbing on mutated child
Hybrid Child1: 4 7 2 6 1 3 9 5 8
Hybrid Child2: 3 4 2 5 1 6 9 8 7

Apply the hill climbing process on the mutated offspring until the improved solution is not obtained. Similarly one can use other operator like swap, scramble etc. The proposed mutation operator has the benefit of including the good solutions in search while avoiding the inferior ones.

VI. IMPLEMENTATION & OBSERVATION

In this paper, problem considers is the Travelling salesman problem and MATLAB code is developed for genetic algorithm. Travelling salesman problem (TSP) often used as a benchmark for optimization techniques is one of the important NP hard problems. TSP has several applications like manufacture of microchips, DNA sequencing, planning
and logistics. TSP problem is to find the shortest distance or Hamiltonian Path through a set of vertices, such that each vertex is visited exactly once [19]. Code considers the benchmark TSP problem namely Eil51 and oliva30 as the test problem. Parameters used for implementation are:

- Population size: 50
- Selection: Roulette wheel selection, Rank selection + Elitism
- Crossover: PMX crossover.
- Mutation: Inversion Mutation
- Crossover probability \( p_c = 0.7 \)
- Mutation probability \( p_m = 0.01 \)

Minimum value of Tour length is computed and plotted to compare the performance of genetic algorithm and proposed hybrid mutation using roulette wheel and rank selection. Figure 9 and Figure 10 depicts the comparison of minimum tour length in two approaches for Oliva30 TSP problem in 1000 and 2000 generations respectively. Figure 12 and Figure 13 depicts the comparison of minimum tour length in two approaches for Eil51 TSP problem. Code checks the performance of genetic algorithm by using Roulette Wheel Selection (RWS) & Rank Selection (RS) first, then using the proposed hybrid mutation based memetic algorithm.

Figure 11 and Figure 14 depicts the optimal tour Hamiltonian path for Eil51 and oliva30. Table 1 depicts the comparison of minimum tour length for different generation (Gen).

Optimal Tour [19] cities sequence in oliver30 is: 1 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 25 24 26 27 28 29 30 2 (Distance= 418.7406)
Fig. 11 Oliva30 Hamiltonian path

Fig. 12 Comparison of Minimum Tour Length in EiL51 for 1000 generation

Fig. 13 Comparison of Minimum Tour Length in EiL51 for 2000 generation
Optimal Tour [19] cities sequence in EiL51 is:
1 2 2 8 26 31 28 3 36 35 20 2 29 21 16 50 34 30 9 49 10 39 33 45 15 44 42 40 19 41 13 25 14 24 43 7 23 48 6 27 51 46 12 47 18 4 17 37 5 38 11 32

Table 1. Results Comparison using different Iterations

<table>
<thead>
<tr>
<th>Comparison (fmin)</th>
<th>RWS</th>
<th>RS</th>
<th>Hybrid Mutation +RWS</th>
<th>Hybrid Mutation+ RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen=50</td>
<td>Oliver30</td>
<td>951.3</td>
<td>863</td>
<td>811.5</td>
</tr>
<tr>
<td></td>
<td>EiL51</td>
<td>1401</td>
<td>1321</td>
<td>1007</td>
</tr>
<tr>
<td>Gen=100</td>
<td>Oliver30</td>
<td>841.5</td>
<td>777.6</td>
<td>709.7</td>
</tr>
<tr>
<td></td>
<td>EiL51</td>
<td>1264</td>
<td>1124</td>
<td>914.1</td>
</tr>
<tr>
<td>Gen=200</td>
<td>Oliver30</td>
<td>793.7</td>
<td>732.8</td>
<td>659.9</td>
</tr>
<tr>
<td></td>
<td>EiL51</td>
<td>1254</td>
<td>1154</td>
<td>722</td>
</tr>
<tr>
<td>Gen=500</td>
<td>Oliver30</td>
<td>651.3</td>
<td>587.5</td>
<td>561.3</td>
</tr>
<tr>
<td></td>
<td>EiL51</td>
<td>1115</td>
<td>953</td>
<td>605</td>
</tr>
<tr>
<td>Gen=1000</td>
<td>Oliver30</td>
<td>576</td>
<td>541</td>
<td>471</td>
</tr>
<tr>
<td></td>
<td>EiL51</td>
<td>932.2</td>
<td>835.2</td>
<td>553.8</td>
</tr>
<tr>
<td>Gen=2000</td>
<td>Oliver30</td>
<td>505</td>
<td>471.2</td>
<td>451.4</td>
</tr>
<tr>
<td></td>
<td>EiL51</td>
<td>815.5</td>
<td>740.3</td>
<td>520.5</td>
</tr>
</tbody>
</table>

It has been observed from the Figures and results that the proposed hybrid mutation has outperformed genetic algorithm in terms of better exploration of search space that leads to the enhancement of convergence speed towards optimal solution. The proposed mutation operator is incorporating the problem specific knowledge to the traditional genetic algorithm that prevent algorithm to stick in genetic drift problem and maintains more diversity in population. Due to finite population size, genetic algorithm usually results in premature convergence. But in proposed hybrid mutation, due to the hybridization of suitable local search with mutation, the more fit offspring are generated that accelerates the search towards better optima.

VII. CONCLUSIONS

The paper has compared traditional genetic algorithm having simple operators and proposed memetic algorithm having hybrid mutation operator. The code considers the two selection operators namely Roulette wheel selection and Rank Selection on the benchmark oliver30 and EiL51 Travelling salesman problem. It was found that the memetic algorithm yielded better results when proposed hybrid mutation operator combined with the above mentioned selection operators. The proposed local based hybrid mutation operator uses the knowledge concept as well as hill climbing local search principle to find the better optimal solution. The proposed mutation operator has the advantage of retaining the good solutions in search while avoiding the inferior ones. Hybridization of mutation operator improves the performance of genetic algorithm in terms of convergence and optimal solution. The Proposed algorithm can prove to be better for other NP Hard problems like dejong’s function, Knapsack Problem also, just by changing the local search knowledge according to the problem specific mutation operator. It can be implemented and tested with different combination of crossover and other selection operator to substantiate its performance.
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