Abstract: Sensor webs consisting of nodes with limited battery power and wireless communications are deployed to collect useful information from the field[1]. Gathering sensed information in an energy efficient manner is critical to operating the sensor network for a long period of time. Data collection problem is defined where, in a round of communication, each sensor node has a packet to be sent to the distant base station. There is some fixed amount of energy cost in the electronics when transmitting or receiving a packet and a variable cost when transmitting a packet which depends on the distance of transmission. If each node transmits its sensed data directly to the base station, then it will deplete its power quickly. Data aggregation[3][5] has been widely recognized as an efficient method to reduce energy consumption[4] in wireless sensor networks, which can support a wide range of applications such as monitoring temperature[4], humidity, level, speed etc. The data sampled by the same kind of sensors have much redundancy since the sensor nodes are usually quite dense in wireless sensor networks. To make data aggregation more efficient, the packets with the same attribute, defined as the identifier of different data sampled by different sensors such as temperature sensors, humidity sensors, etc., should be gathered together. However, to the best of our knowledge, present data aggregation mechanisms did not take packet attribute into consideration. Following this paradigm, numerous data aggregation schemes [6], [7], [8],[9],[10], [11], [12], [13], [14], [15], [16], [7], [18] have been proposed to save the limited energy on sensor nodes in WSNs. In this paper, we take the lead in introducing packet attribute into data aggregation and propose an Attribute-aware Data Aggregation(ADA) mechanism using Dynamic Routing which can make packets with the same attribute convergent as much as possible and therefore improve the efficiency of data aggregation.
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1. INTRODUCTION

Inexpensive sensors capable of significant computation and wireless communications are becoming available. A web of sensor nodes can be deployed to collect useful information from the field in a variety of scenarios including military surveillance, landmine detection, in harsh physical environments, for scientific investigations on other planets, etc. These sensor nodes can self-organize to form a network and can communicate with each other using their wireless interfaces. Energy efficient self-organization and initialization protocols are developed in each node has transmitted power control and an Omni-directional antenna, and therefore can adjust the area of coverage with its wireless transmission. Typically, sensor nodes
collect audio, seismic, and other types of data and collaborate to perform a high-level task in a sensor web. For example, a sensor network can be used for detecting the presence of potential threats in a military conflict. Since wireless communications consume significant amounts of battery power, sensor nodes should be energy efficient in transmitting data. Energy efficient communication in wireless networks is attracting increasing attention in the literature. Fig. 1 shows basic idea of ADA scheme. A typical application in a sensor web is gathering of sensed data at a distant base station (BS). There is an energy cost for transmitting or receiving a packet in the radio electronics and there is a variable energy cost depending on the distance in transmissions. Due to the $r^2$ or larger radio signal attenuation for a range $r$, it is important to limit transmission distances to conserve energy.

In this paper, we assume the following:
1. Each sensor node has power control and the ability to transmit data to any other sensor node or directly to the BS.
2. Our model sensor network contains homogeneous and energy constrained sensor nodes with initial uniform energy.
3. Every node has location information.
4. There is no mobility.
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Fig. 1. Basic idea of the ADA scheme.

2. RELATED WORK

Energy Reduction for Data Gathering in Sensor Networks:

In each round of this data-gathering application, all data from all nodes need to be collected and transmitted to the BS, where the end-user can access the data. In some sensor network applications, data collection may be needed only from a region and, therefore, a subset of nodes will be used. A simple approach to accomplishing this data gathering task is for each node to transmit its data directly to the BS. Since the BS is typically located far away, the cost to transmit to the BS from any node is high so nodes will die very quickly. Therefore, an improved approach is to use as few transmissions as possible to the BS and reduce the amount of data that must be transmitted to the BS in order to reduce energy. Further, if all nodes in the network deplete their energy levels uniformly, then the network can operate without losing any nodes for a long time. In sensor networks, data fusion helps to reduce the amount of data transmitted between sensor nodes and the BS. Data fusion combines one or more data packets from different sensor measurements to produce a single packet, as described.

For example, sensors may collect temperature, pressure, humidity, and signal data from the field. We would be interested in finding the maximum or minimum values of such parameters. Data fusion can be used here to combine one or more packets to produce a same-size resultant packet. The LEACH protocol presented in [12] is an elegant solution to this data collection problem where a small number of clusters are formed in a self-organized manner. The nice property of the LEACH protocol is that it is completely distributed and sensor nodes organize in a cluster hierarchy to fuse their data to eventually transfer to the BS. In LEACH, a designated node in each cluster collects and fuses data from nodes in its cluster and transmits the result to the
BS. LEACH uses randomization to rotate the cluster heads and achieves a factor of eight improvement compared to the direct approach, before the first node dies. In LEACH, clusters are formed in a self-organized manner in each round of data collection. About 5 percent of the nodes in the network selected randomly become cluster heads. These cluster heads send a strong beacon signal to all nodes and sensor nodes decide which cluster to join based on received signal strength. The distributed cluster formation in each round in LEACH may not produce good clusters to be efficient. In an improved version of this scheme, called LEACH-C [14], this cluster formation is done at the beginning of each round using a centralized algorithm by the BS. Although the energy cost for cluster formation is higher in LEACH-C, the overall performance is better than LEACH due to improved cluster formation by the BS. The steady state part of the LEACH-C protocol, i.e., data collection in rounds, is identical to the LEACH protocol. LEACH-C improves the performance by 20 percent to 40 percent, depending on the network parameters, compared to LEACH in terms of the total number of rounds of data collection that can be achieved before sensor nodes start to die. Further improvements can be obtained if each node communicates only with close neighbors and only one designated node sends the combined data to the BS in each round in order to reduce energy. A new protocol based on this approach, called PEGASIS (Power-Efficient GAthering in Sensor Information Systems), is presented in this paper, which significantly reduces energy cost to increase the life of the sensor network. The PEGASIS protocol is near optimal in terms of energy cost for this data gathering application in sensor networks. The key idea in PEGASIS is to form a chain among the sensor nodes so that each node will receive from and transmit to a close neighbor. Gathered data move from node to node, get fused, and, eventually, a designated node transmits to the BS. Nodes take turns transmitting to the BS so that the average energy spent by each node per round is reduced. Building a chain to minimize the total length is similar to the traveling salesman problem, which is known to be intractable. However, with the radio communication energy parameters, a simple chain built with a greedy approach performs quite well. The PEGASIS protocol achieves between 100 to 200 percent improvement when 1 percent, 25 percent, 50 percent, and 100 percent of nodes die compared to the LEACH protocol. PEGASIS performance improvement in comparison with LEACH-C will be slightly less as LEACH-C improves upon LEACH by about 20 percent to 40 percent. In the rest of this paper we present all our performance comparisons with respect to the LEACH protocol with the understanding that the improvement is less by the extent that LEACH-C improves upon LEACH. When attribute-based search is to be performed, then the area and, hence, selected sensor nodes, will also change dynamically. In these situations, the BS selects the area of interest and only selected nodes in the region participate in data collection. We will still use the same chain ordering of nodes and only the selected nodes will be on to form the truncated chain. Likely, these nodes will still be nearby on the shortened chain and the data collection will still be efficient.

**Information Theoretic Foundations:**

Fixed sensor networks inevitably confront sensing uncertainty due to inherent and evolving environmental evolution and the presence of distortion-inducing obstacles. This is manifested as an uncertainty in the support of a hypothesis derived from distributed sensor data. For example, this may result in a reduced detection probability, an identification fault, a tracking error, or a misestimate of the population of individual sources. We can first consider the problem of detection, identification, and localization of sources by observation of an environment with a distributed sensor network. First, consider N types of individual sensors, sk, in the environment. Their location will be described by a manifold, M(t), with locations xk and time, t. In typical applications of fixed, distributed sensors, these locations will be on the surface in the environment, or perhaps attached to natural or artificial structures that may or may not be under investigation themselves. Now, the set of sources (passive or active objects of interest) appear at locations y in a volume V, with location distribution p(y(t)) at time t. Sensors will yield an observation set, Z, from one or more sensors. This set will generally form a time series or sequence of images. The nature of propagation from a source to a sensor will, clearly, determine the limits to sensing fidelity. Of course, it is this propagation, not the properties of sensors elements or sampling characteristics that set the strictest limits on sensing fidelity. Further, propagation characteristics may include frequency and phase dependent transfer functions as well as interference and noise.
For imaging sensors, obstacles in the line-of-vision as well as confusion in background images combine to complicate propagation. The coupling between a sensor and its environment lends another important propagation consideration. For example, the coupling between a ground-deployed seismic sensor and the surface introduces an additional transfer function that must be included in source characterization. Observations, therefore, depend on propagation gains G(x,y,t) between sensors at x and sources y at a time t. Models for propagation gains may be either deterministic or based on the propagation loss statistics of the inhomogeneous medium with respect to different sensing modes. For example, in imaging a 3-dimensional obstruction model is required. It is clearly elevation dependent and thus different parts of the sensor deployment manifold have different loss values, and these values themselves will be time-dependent as the environment evolves. Together, these contributions to sensing uncertainty have been present in distributed sensing and are well-known in specific applications. Normally, complex site survey, preparation of the environment (for example the creation of a massive pier for a seismic sensor or the clearing of foliage for imaging sensors), and manual effort are devoted to each sensor. However, distributed sensor networks are planned for rapid UCLA Center for Embedded Networked Sensing.

As will be discussed, there is a new pathway, based on NIMS, for addressing these fundamental problems. NIMS Sensor Diversity NIMS sensor diversity methods exploit NIMS mobility and physical reconfiguration to combine diverse sensing types, diverse sensor locations, and perspectives for applications including 1) Reducing fundamental sensing uncertainty, 2) Enabling an actively optimized form of sensor data fusion, 3) Extension of rate distortion limits, and, 4) Extension of energy and bandwidth constraints. Reducing Sensing Uncertainty with Sensor Diversity Sensing uncertainty in a conventional fixed sensor network arises due to the unknown and unpredictable characteristics of G(x,y,t). As was noted previously, since the arrival of events are unpredictable, and since obstacles to sensing may themselves be passive (and not detectable by sensors) then the fixed sensor network may generally never determine or reduce its uncertainty. However, self-awareness of sensing uncertainty can be obtained through sensor diversity. Note that for this example, increasing the density of sensors deployed on the surface has negligible impact on sensing uncertainty if, as is often the case, the density of obstacles is similar or even greater than that of sources. An example is that of imaging sensors deployed at a low level (the understory) of a forest environment. Here, experimental observations show that obstacle densities limit line-of-site viewing segments to distances of only one to several meters. Thus, high probability detection of sources via imaging (should this be required to support a scientific investigation) requires an extremely high sensor deployment density. Sensor diversity, however, introduces methods for determination and reduction of sensing uncertainty through, deployment, operation, and re-deployment of sensors that provide diverse detection methods and perspectives. An illustrative example is shown in Figure 4. Here we observe that sensing obstacles obscure the mobile source from the view of fixed sensors. However, the introduction of sensor diversity through use of sensor nodes that are mobile and supported by (in this example) an overhead infrastructure offers a reduction in sensing uncertainty by placing image sensors in optimal locations and affording optimal viewing perspectives. Acoustic Sensor Image Sensor Mobile Source Sensing Obstacle Mobile Node Fixed Node Redeployment Infrastructure Figure 4. As shown in Figure 2, mobile sources propagate through the environment and are generally not observable by fixed distributed sensors deployed at the surface. However, the introduction of Networked Info mechanical Systems (NIMS) mobile devices permits nodes to be physically relocated at optimized locations and with optimal viewing perspectives. In addition, the presence of many source events may also lead to the physical redeployment of a fixed node to an optimized location and viewing perspective. UCLA Center for Embedded Networked Sensing, Technical Report 31, December 2003 8 Sensor diversity itself depends on NIMS for providing viewing perspective and enabling precise mobility. NIMS, in this example, itself depends on infrastructure for both the support of nodes and the ability to move and replace nodes. Note that in contrast to conventional mobility systems, the NIMS infrastructure provides a high degree of certainty associated with motion and orientation, as required reducing uncertainty. Wireless Sensor Networks (WSNs) can be readily deployed in sorts of environments to collect and process useful information in an autonomous manner and thus have a wide range of applications such as habitat and environment monitoring, biological hazard detection, intrusion
ous data aggregation mechanisms. However, in WSN, energy is limited and usually difficult to be supplemented due to the harsh environment where the sensors are deployed. What’s more, the raw data has much redundancy since the sensor nodes in WSN are usually quite dense. Therefore, numerous data aggregation mechanisms have been proposed to conserve energy by gathering the raw data together, preprocessing them at the intermediate nodes and transmitting only the abstracted data to the sink. To reduce the Average Number of Transmissions (ANT), packets containing redundant information should be gathered together. However, to the best of our knowledge, although present data aggregation protocols propose sorts of strategies to make packets more spatially and temporally convergent to reduce ANT, they ignore considering whether the packets have redundant information or not. For example, if two or more kind of sensors, such as pressure sensors, temperature sensors, traffic sensors etc., are working in a same region. All the packets generated by the sensor nodes are transmitted along the same pre-constructed shortest path tree to the sink. Although the timing scheme proposed in ensures that packets have a high probability to meet with each other, chances are that they cannot be aggregated since they contain different data sampled by different sensors. In this paper, we assume that the packets with the same attribute have redundant information and propose a data aggregation mechanism ADADR which takes the packet attribute into consideration. The proposed ADADR mechanism aims to make packets with the same attribute convergent as much as possible to improve the degree of data aggregation and therefore reduce ANT. This goal cannot be achieved by the static routing schemes employed in most of the present data aggregation mechanisms, such as cluster-based, chain-based and tree-based, since they preconstruct the whole route before transmitting packets while the information of packet attribute at each node continuously changes when packets are transmitted to the sink. Therefore, a distributed and dynamic routing protocol is needed to adapt to the frequent variation of packets at each node. To design the dynamic routing, we need to determine the routing metric. First node depth, which is defined as the number of hops a node is away from the sink, is considered to ensure packets reach the sink at last. Besides, the metric must be relevant with the packet attribute. Enlightened by the concept of pheromone, which will be left along the path where the ants pass and evaporate with time, in ant colony, we draw an analogy between the pheromone and the packet attribute. A packet will leave attribute-dependent pheromone when passing a node to attract the afterwards packets with the same attribute. Also the attribute-dependent pheromone will evaporate with time. With respect to the forwarding decisions, we borrow the concept of potential in the discipline of physics. Instead of determining the forwarding decisions before the packets begin to be transmitted as the static routing schemes do, we forward packets in real time to fully utilize the attribute-dependent pheromone information. The potential based routing is easy to be implemented since the information (node depth and attribute-dependent pheromone) it needs to dynamically route packets is easily gotten. More importantly, it differentiates packets with different attributes and makes the packets with the same attribute as convergent as possible. The dynamic routing scheme proposed makes packets more spatially convergent. To further reduce ANT, it is better that packets are also temporally convergent, that is, packets can meet with others at the same node as well as at the same time. Thus, we also propose an adaptive packet-driven timing scheme, which improves temporal convergent, to cooperate with the dynamic routing. The remainder of the paper is organized as follows. Next section discusses related work and the motivation. Section III describes the details of ADADR, including the potential based dynamic routing, followed with some analysis of the parameters in it, and the packet-driven timing scheme. Section IV describes the simulations conducted to evaluate the performance of the proposed ADADR mechanism. At last, section V concludes the paper. Reducing communication overhead between nodes is the main method to save energy in WSN since the largest factor of energy of a sensor node is used to transmit and receive packets.

The existing data aggregation mechanisms can be broadly classified into two categories. One category focuses on timing control which aims at making packets more spatially convergent. The other category focuses on establishing a proper routing scheme to make packets more spatially convergent. There are a large number of literatures which make data aggregation more efficient by establishing a proper routing scheme. Most of present routing schemes in data aggregation protocols are static. They organize the sensor nodes into clusters, a chain or a tree. Cluster-based data aggregation protocols organize sensor nodes into clusters. Each cluster has a designated sensor node as the cluster head which aggregates data from all the sensors in the cluster and directly transmits the concise digest to the sink. LEACH and HEED are two typical examples. The difference
between these two protocols is the method of selecting cluster heads. LEACH assumes that all the nodes have the same amount of energy capacity in each election round. While HEED aims to form efficient clusters to maximize network lifetime. All the cluster-based data aggregation mechanisms assume that each node in the network can reach the sink directly in one-hop, which limits the scalability of the WSN. Chain-based data aggregation protocols organize sensor nodes as a shortest chain along which data is transmitted to the sink. The chain can be constructed by employing a greedy algorithm or the sink can determine the chain in a centralized manner. Greedy chain formation assumes that all nodes have global knowledge of the network. A typical chain based data aggregation protocol PEGASIS employs the greedy algorithm to construct the chain. In PEGASIS the distances that most of the nodes transmit are much shorter compared to LEACH, in which nodes transmit to its cluster head? Hence, PEGASIS protocol has considerable energy savings compared to LEACH. However, the global information needed to construct the chain route incurs high overhead especially when the scale of the WSN is large. Tree-based data aggregation protocols organize sensor nodes into a tree. Data aggregation is performed at intermediate nodes along the tree and a concise representation of the data is transmitted to the root node which is usually the sink. One of the main aspects of tree-based networks is the construction of an energy efficient data-aggregation tree, such as Steiner Minimum Tree (SMT) for multicast algorithms which can be used in designing data aggregation protocols. Since they are constructed in advance and static, they can only be suitable for applications in which the source nodes are known in advance and cannot dynamically gather packets with the same attribute together.

Energy-aware distributed heuristic (EADAT) and power-efficient data gathering and aggregation protocol (PEDAP) are two typical examples of tree-based data aggregation protocols. The main advantage of EADAT is that sensors with higher residual power have higher probability to become non-leaf tree nodes and thus extends network lifetime in terms of the number of alive nodes. PEDAP minimizes the total energy expended in each communication round by computing a minimum spanning tree over the WSN with transmission overhead as the link cost. However, the cost of reconstruction of the tree before every communication round is too large. What’s more, besides the complexity and overhead of the above schemes, few of them consider the situation of multiple kind of data in WSN. However, generally only packets with the same attribute can be aggregated, the present schemes fail to utilize the correlation of packets to make data aggregation more efficient. There are also some literatures focusing on timing scheme for data aggregation. TA proposed a simple, SQL-like declarative language for expressing aggregation queries over streaming sensor data. The query semantics of the language partition time into epochs of duration. Nodes transmit packets along a tree rooted at the sink during the corresponding interval which is decided by their depth, thus each parent will receive packets from their children almost at the same time. Cascading Timeout (CT) is also based on a rooting tree in which nodes wait some time according to the depth of the node before transmitting packets. In these two protocols, the transmission schedule at a node is fixed once the aggregation tree has been constructed and there is no dynamic adjustment in response to aggregation ratio, buffer occupancy of the parent or other information. Afterwards, some aggregation protocols with dynamic timing control are proposed. F. proposed a simple centralized feedback timing control scheme for tree-based aggregation. The sink determines the maximal duration for one data aggregation operation with the knowledge of the information quality in the previous aggregation operation. K.W. Fan et. al proposed a Random Waiting (RW) timing scheme, that is, every node aggregates and forwards the receiving packets after waiting a randomized time. Z. Ye et. al proposed a distributed scheme which employs a Semi-Markov decision process model. The decisions are made at available transmission epochs with the observation of the current node’s state, such as the number of samples collected, and the elapsed time at a node.

3. EXITING SYSTEM
Cluster-based data aggregation protocols organize sensor nodes into clusters. Each cluster has a designated sensor node as the cluster head which aggregates data from all the sensors in the cluster and directly transmits the concise digest to the sink. LEACH and HEED are two typical examples. The difference between these two protocols is the method of selecting cluster heads. LEACH assumes that all the nodes have the same amount of energy capacity in each election round. While HEED aims to form efficient clusters to maximize network lifetime. All the cluster-based data aggregation mechanisms assume that each node in the network can reach
the sink directly in one-hop, which limits the scalability of the WSN. Chain-based data aggregation protocols organize sensor nodes as a shortest chain along which data is transmitted to the sink. The chain can be constructed by employing a greedy algorithm or the sink can determine the chain in a centralized manner. Greedy chain formation assumes that all nodes have global knowledge of the network. A typical chain based data aggregation protocol PEGASIS employs the greedy algorithm to construct the chain. In PEGASIS the distances that most of the nodes transmit are much shorter compared to LEACH, in which nodes transmit to its cluster head. Hence, PEGASIS protocol has considerable energy savings compared to LEACH. However, the global information needed to construct the chain route incurs high overhead especially when the scale of the WSN is large. Tree-based data aggregation protocols organize sensor nodes into a tree. Data aggregation is performed at intermediate nodes along the tree and a concise representation of the data is transmitted to the root node which is usually the sink. One of the main aspects of tree-based networks is the construction of an energy efficient data-aggregation tree, such as Steiner Minimum Tree (SMT) for multicast algorithms which can be used in designing data aggregation protocols. Since they are constructed in advance and static, they can only be suitable for applications in which the source nodes are known in advance and cannot dynamically gather packets with the same attribute together.

Energy-aware distributed heuristic (EADAT) and power-efficient data gathering and aggregation protocol (PEDAP) are two typical examples of tree-based data aggregation protocols. The main advantage of EADAT is that sensors with higher residual power have higher probability to become non-leaf tree nodes and thus extends network lifetime in terms of the number of alive nodes.

**Advantages:**
PEDAP minimizes the total energy expended in each communication round by computing a minimum spanning tree over the WSN with transmission overhead as the link cost.

**Disadvantage:**
However, the cost of reconstruction of the tree before every communication round is too large. However, generally only packets with the same attribute can be aggregated; the present schemes fail to utilize the correlation of packets to make data aggregation more efficient.

### 4. PROPOSED SYSTEM

The proposed ADADR mechanism aims to make packets with the same attribute convergent as much as possible to improve the degree of data aggregation and therefore reduce ANT. This goal cannot be achieved by the static routing schemes employed in most of the present data aggregation mechanisms, such as cluster-based, chain-based and tree-based, since they reconstruct the whole route before transmitting packets while the information of packet attribute at each node continuously changes when packets are transmitted to the sink. Therefore, a distributed and dynamic routing protocol is needed to adapt to the frequent variation of packets at each node. To design the dynamic routing, we need to determine the routing metric. First node depth, which is defined as the number of hops a node is away from the sink, is considered to ensure packets reach the sink at last. Besides, the metric must be relevant with the packet attribute. Enlightened by the concept of pheromone, which will be left along the path where the ants pass and evaporate with time, in ant colony, we draw an analogy between the pheromone and the packet attribute. A packet will leave attribute-dependent pheromone when passing a node to attract the afterwards packets with the same attribute. Also the attribute-dependent pheromone will evaporate with time. With respect to the forwarding decisions, we borrow the concept of potential in the discipline of physics. Instead of determining the forwarding decisions before the packets begin to be transmitted as the static routing schemes do, we forward packets in real time to fully utilize the attribute-dependent pheromone information. The potential
based routing is easy to be implemented since the information (node depth and attribute-dependent pheromone) it needs to dynamically route packets is easily gotten. More importantly, it differentiates packets with different attributes and makes the packets with the same attribute as convergent as possible. The dynamic routing scheme proposed makes packets more spatially convergent. To further reduce ANT, it is better that packets are also temporally convergent, that is, packets can meet with others at the same node as well as at the same time. Thus, we also propose an adaptive packet-driven timing scheme, which improves temporal convergent, to cooperate with the dynamic routing.

Advantages:
1. Attribute-aware data aggregation mechanism ADADR using dynamic routing as an energy efficient mechanism for collecting data in WSN
2. The depth potential field guarantees packets reaching the sink at last, and the pheromone potential field gathers packets with the same attribute together. Since the information for making dynamic routing decisions is easily gotten by each node, our potential based dynamic routing scheme not only can gather packet with the same attribute together but also is simple and scalable

MODULE DESCRIPTION:
Network Creation

Given wireless sensor network nodes’ current capabilities, we set out to design a data-collection network that would meet the scientific requirements. Before deploying network we are going to collect sensor node details. Based on that network is formed.

Network Clustering

Clustering can be loosely defined as the process of grouping objects into sets called clusters, so that each cluster consists of elements that are similar in some way. Clustering is used for multiple purposes, including natural” clusters (modules) and describing their properties, classifying the data, and detecting unusual data objects (outliers). In addition, treating a cluster or one of its elements as a single representative unit allows us to achieve data reduction. Here clustering was done based on the sensor types. To reduce energy waste in the sensor networks.

Dynamic Routing

Route was found by using attribute aware aggregation algorithm. First source node was selected. For that node set of neighbors found. From that neighbor next forwarding node is the node that has same attribute as current forwarding node. This process was continued until reaching the sensor node. Finally data was transferred through that path.

Cascading time

After selecting forwarding node waiting time is calculated for each node so that current forwarding node can wait that much time before sending data. Cascading time was calculated for each node based on the depth of node and packet size, so that time will be different to all the nodes. This cascading time is used to avoid network congestions.

Integrity verification

Before receiving data from source node sink did validation for the received file. For that diffie-hellmen key exchange algorithm was used to generate secret keys. By using that key hash value was generated for each file. By using hash value verification was done at sink node.

CONCLUSION:

We believe that the general PB-routing paradigm can be adapted for a variety of applications. First, we can envisage providing differentiated services by setting the relative weight of the traffic-based potential differently for different traffic classes. Priority traffic would thus experience lower end-to-end delays and jitter. Second, it is possible to apply similar techniques to adhoc networks. For example, we can use PB-routing to compute paths to route around congested areas, and even create new links on the fly to alleviate congestion by following directions of maximum force. Third, PB-routing could be used as an alternative routing methodology for overlay networks by using application specific metrics as potential functions. This paper proposed an attribute-aware data aggregation mechanism ADADR using dynamic routing as an energy efficient mechanism for collecting data in WSN. To the best of our knowledge, the proposed ADADR mechanism appears to be the first data aggregation scheme that takes packet attribute into consideration. What’s more, we propose a potential-based dynamic routing protocol to support ADADR, which is motivated by the concept of potential in the discipline of physics. The hybrid potential field in the dynamic routing is
constructed by a depth potential field which aims to guarantee packets reaching the sink at last and a pheromone potential field which makes sure that packets with the same attribute spatially convergent as much as possible.
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