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Abstract - Imbalanced data set, a problem often found in real world application, can cause seriously negative effect on classification performance of machine learning algorithms. There have been many attempts at dealing with classification of imbalanced data sets. To handle the problem of imbalanced data is to re balance them artificially by oversampling and/or under-sampling.
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I. INTRODUCTION

Imbalanced data sets are a special case for classification problem where the distribution of class is not equal among the classes. Typically, there are two classes: The majority i.e. negatives class and the minority i.e. positive class. These type of data suppose a new challenging problem for Data Mining, since standard classification algorithms usually consider a balanced training set and this supposes a bias towards the majority (negative) class. The imbalanced data set problem appears in many real world applications like text categorization, fault detection, fraud detection, oil-spills detection in satellite images, toxicology, cultural modeling, and medical diagnosis.

II. IMBALANCE PROBLEM

The first step in providing viable solutions for imbalanced domains is to understand the problem: what is the real issue with the imbalance? Initially, the difficulty of dealing with imbalance problems was thought of
coming from its imbalance rate (IR), i.e. the ratio between the number of instances in the majority (mMaj) and minority classes (mMin). The problem that occurs when the data is imbalanced are:

• The cost of missing a minority class is typically much higher than missing a majority class.

• Most learning systems are not prepared to cope with large difference between the numbers of cases belonging to each class.

• Classification algorithm underperforms when data is unbalanced.

The imbalance problem is a relative problem, which depends on: (1) The imbalance ratio, i.e. the ratio of the majority to the minority instances, (2) The complexity of the concept represented by the data, (3) The overall size of the training set and (4) The classifier involved. The issue with the imbalanced learning problem is the ability of imbalanced data to significantly compromise the performance of most standard machine learning algorithms. Most algorithms usually assume balanced class distributions. This problem will cause most standard machine learning algorithms to be biased toward the majority class because they try to optimize overall accuracy, which is overwhelmed by majority classes and ignore minority class. The methods proposed for dealing with data imbalance include both data and algorithmic levels. Data level solutions include resampling the data. In next section will we discuss these methods[1].

III. SAMPLING METHODS

Easy method for balancing the imbalanced data set is sampling the data. Sampling involves oversampling and under sampling.

A. Oversampling

Oversampling is a sampling technique which balances the data set by replicating the examples of minority class. It is also called up sampling. The advantage of this method is that there is no loss of data. The disadvantage of this technique is it may lead to over fitting and can introduce an additional computational overhead. Oversampling is also divided into two types: Random Oversampling and Informative Oversampling. Random Oversampling is the method which balances the class distribution by replicating the randomly chosen minority class examples. Informative Oversampling method synthetically generates minority class examples based on a pre-specified criterion[2].

Random oversampling is a simple yet effective approach to resampling. In this, one chooses members from the minority class at random; these randomly chosen members are then duplicated and added to the new training set. One must note two things when randomly oversampling: First, one chooses documents randomly from the original training set, not the new training set. Second, one always randomly oversamples with the replacement. If we were to randomly oversample without replacement, we would deplete all members of the minority class long before we reached the desired balance between the majority and minority class.

There are number of Oversampling methods available in the literature like SMOTE, Borderline SMOTE, OSSLLDDD-SMOTE etc. SMOTE is an oversampling method which create “synthetic” example rather than oversampling by replacements. The minority class is over-sampled by taking each minority class sample and introducing synthetic examples along the line segments joining any/all of the k minority class nearest neighbors. Depending upon the amount of over-sampling required, neighbors from the k nearest neighbors are randomly chosen.

B. Undersampling

Under-sampling is an efficient method for balancing data. This method uses a subset of the majority class to train the classifier. In undersampling, we delete some examples of the majority class. Undersampling methods are divided into random and informative. Random Undersampling is simple, it randomly eliminates samples from the majority class till the data set gets balanced. Informative Undersampling method selects only the required majority class examples based on a pre-specified selection criterion to make the data set balanced.
Informative Undersampling can be passive or active. Passive selection methods are proposed as preprocessing technique for selecting informative samples for a classifier. In Active selection methods, informative samples are queried during the construction process of the classifier. The most common preprocessing technique is random majority under-sampling (RUS). In RUS, Instances of the majority class are randomly discarded from the dataset. However, the main drawback of under-sampling is that potentially useful information contained in these ignored examples is neglected. There many ways attempts to improve upon the performance of random sampling, such as Tomek links, Condensed Nearest Neighbor Rule and One-sided selection etc[5].

Tomek link can be defined as follows: Consider the two examples a and b which belongs to different classes, and d(a,b) is the distance between a and b. A(a,b) pair is called a Tomek Link if there is not an example c, such that d(a,c)<d(a,b) or d(b,c)<d(a,b). If two examples form a Tomek link, then either one of these examples is noise or both examples are border-line and then we can discard the examples.

IV. COST SENSITIVE LEARNING

At the algorithmic level, solutions include adjusting the costs of the various classes so as to counter the class imbalance, adjusting the probabilistic estimate at the tree leaf (when working with decision trees), adjusting the decision threshold, and recognition-based (i.e., learning from one class) rather than discrimination-based (two class) learning. Cost Sensitive Learning (CSL) is another commonly used approach to handle the classification problem of imbalanced data sets. Cost sensitive learning apply the miss classification cost to incorrectly classified examples. For correct classification there is no penalty. The cost of FN will be more than the cost of FP and the costs of TP and TN is zero.

There are many ways to implement cost sensitive learning, it is categorized into three, the first class of techniques apply misclassification costs to the data set as a form of data space weighting, the second class applies cost-minimizing techniques to the combination schemes of ensemble methods, and the last class of techniques incorporates cost sensitive features directly into classification paradigms to essentially fit the cost sensitive framework into these classifiers.

The two classes data distribution is unequal which says that it is imbalanced data set. The type of learning algorithm which takes misclassification cost into consideration is called Cost Sensitive Learning(CSL). It produces the classifier with minimum total cost. The advantage of this method is here no data is replicated or eliminated.

V. COMPARISON

Sampling and cost sensitive are the two methods to handle imbalanced data set. Performance of these methods depends on what dataset we are using. The factors affecting on the performance of these methods are 1) Size of the data set, 2) imbalance ratio of the classes in the dataset. The table shown below show which method will perform best and worst in the given cases:
VI. LITERATURE SURVEY

Pengyi Yang, Paul D. Yoo, Juanita Fernando, Bing B. Zhou, Zili Zhang, and Albert Y. Zomaya proposed a new SSO (sample subset optimization technique in Sample Subset Optimization Techniques for Imbalanced and Ensemble Learning Problems in Bioinformatics Applications[1].

Dr. D. Ramyachitra, P. Manikandan discussed the problems of imbalanced dataset and there solutions in Imbalance dataset classification and solution[2]. M. Akhil jabbar, Dr. Priti Chandra, Dr. B. L. Deekshatulu have done the experiments on Heart disease using kNN and genetic algorithm[6].

Atul Kumar Pandey, Prabhat Pandey, K. L. Jaiswal, Ashish Kumar Sen discussed the different attribute selection methods for data in Data Mining Clustering Techniques in the Prediction of Heart Disease using Attribute Selection Method. Vaishali Ganganwar gives an overview of the classification algorithm that can be used for imbalanced dataset in paper An Overview of Classification algorithms for Imbalanced dataset [5].

Feature Selection in Imbalance data sets, Ilnaz Jamali, Mohammad Bazmara and Shahram Jafari paper gives the techniques of feature selection[7].

Haibo He, Eduardo A. Garcia in paper” Learning from Imbalanced Data”, explains the concept of imbalance data and the problems with them[14].

<table>
<thead>
<tr>
<th>Sr No</th>
<th>Paper</th>
<th>Year</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Imbalance dataset classification and Solutions: A Review</td>
<td>International Journal of Computing and Business Research, 2014</td>
<td>Imbalance classification techniques, methods and the algorithms used to solve the problem of inequality.</td>
</tr>
<tr>
<td>4</td>
<td>Sampling Approaches for Unbalanced Data Classification Problem.</td>
<td>2011</td>
<td>Over sampling and under sampling methods.</td>
</tr>
<tr>
<td>5</td>
<td>The performance of Resampling Strategies for the Class Imbalance Problem</td>
<td>2010</td>
<td>Oversampling performs best on the small dataset and worst on large dataset.</td>
</tr>
</tbody>
</table>
### VII. CONCLUSION

Data imbalance is the most common problem. Existing classification algorithms underperform on the imbalance data, so we need to preprocess the data and make it balanced. Methods for making data balance are Sampling and Cost sensitive learning. At data level, sampling is the most common approach to deal with imbalanced data. Over-sampling clearly appears as better than under-sampling for local classifiers, whereas some under-sampling strategies outperform over-sampling when employing classifiers with global learning.

### VIII. FUTURE WORK

Future work is to build a new classifier which will perform better on class imbalance as the existing classifier underperform on this. We observed that current research in imbalance data problem is moving to hybrid algorithms.
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