ABSTRACT: The processing of digital images took a wide importance in the knowledge field in the last decades ago due to the rapid development in the communication techniques and the need to find and develop methods assist in enhancing and exploiting the image information. The field of digital images compression becomes an important field of digital images processing fields due to the need to exploit the available storage space as much as possible and reduce the time required to transmit the image.

Baseline JPEG Standard technique is used in compression of images with 8-bit color depth. Basically, this scheme consists of seven operations which are the sampling, the partitioning, the transform, the quantization, the entropy coding and Huffman coding. First, the sampling process is used to reduce the size of the image and the number bits required to represent it. Next, the partitioning process is applied to the image to get (8×8) image block. Then, the discrete cosine transform is used to transform the image block data from spatial domain to frequency domain to make the data easy to process. Later, the quantization process is applied to the transformed image block to remove the redundancies in the image block. Next, the conversion process is used to convert the quantized image block from (2D) array to (1D) vector. Then, the entropy coding is applied to convert the (1D) vector to intermediate form that is easy to compress. Finally, Huffman coding is used to convert the intermediate form to a string of bits that can be stored easily in a file which can be either stored on a storage device or transmitted to another computer. To reconstruct, the compressed image, the operations mentioned above are reversed.
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1. INTRODUCTION

Image compression is an extremely important part of modern computing. By having the ability to compress images to a fraction of their original size, valuable (and expensive) disk space can be saved. In addition, transportation of images from one computer to another becomes easier and less time consuming (which is why compression has played such an important role in the development of the internet) [1].

In order to be useful, a compression algorithm has a corresponding decompression algorithm that, given the compressed file, reproduces the original file. There have been many types of compression algorithms developed. These algorithms fall into two broad types, lossless algorithms and lossy algorithms. A lossless
algorithm reproduces the original exactly. A lossy algorithm, as its name implies, loses some data. Data loss may be unacceptable in many applications [8].

The JPEG image compression algorithm provides a very effective way to compress images with minimal loss in quality (lossy image compression method). Although the actual implementation of the JPEG algorithm is more difficult than other image formats and the compression of images is expensive computationally, the high compression ratios that can be routinely attained using the JPEG algorithm easily compensates for the amount of time spent implementing the algorithm and compressing an image [1].

Image compression has applications in transmission and storage of information. Image transmission applications are in broadcast television, remote sensing via satellite, military communications via aircraft, radar and sonar, teleconferencing, computer communications. Image storage applications are in education and business, documentation, medical image that arises in computer tomography, magnetic resonance imaging and digital radiology, motion pictures, satellite images weather maps, geological surveys and so on [12].

Image files, especially raster images tend to be very large. It can be useful or necessary to compress them for ease of storage or delivery. However, while compression can save space or assist delivery, it can slow or delay the opening of the image, since it must be decompressed when displayed. Some forms of compression will also compromise the quality of the image. Today, compression has made a great impact on the storing of large volume of image data. Even hardware and software for compression and decompression are increasingly being made part of a computer platform [16].

2. Image Compression System Model

A typical image compression system is illustrated in figure (1). The original digital image is usually transformed into another domain, where it is highly de-correlated by the transform. This de-correlation concentrates the important image information into a more impact form. The compressor (encoder) then removes the redundancy in the transformed image and stores it into a compressed file or data stream. The decompressor (decoder) reverses this process to produce the recovered image. The recovered image may have lost some information, due to the compression, and may have an error or distortion compared to the original image [3].

![Figure 1: A Typical Image Compression System](image1.png)

2.1 The Compressor

There are three basic parts to an image compressor, as shown in figure (2):

![Figure 2: A General Image Compressor](image2.png)

2.1.1 Transform [17]

The first stage in the compressor is the transform. This stage is necessary to convert the image data from spatial domain into frequency domain. This transform converts the image data into a form that can be easily compressed. The transform that is used is Discrete Cosine Transform (DCT).
The discrete cosine transform (DCT) is a technique for converting a signal into elementary frequency components. The DCT was developed by Ahmed et al. (1974). The DCT is a close relative of the discrete Fourier transform (DFT). Its application to image compression was pioneered by Chen and Pratt in 1984.

• The One-Dimensional Discrete Cosine Transform

The discrete cosine transform of a list of n real numbers \( s(x), x=0\ldots n-1 \), is the list of length n given by:

\[
S(u) = \left( \frac{-1}{2} \right)^{\frac{u}{2}} C(u) \sum_{x=0}^{n-1} s(x) \cos \left( \frac{(2x+1)u\pi}{2n} \right) \quad \text{for } u=0\ldots n-1 \tag{1}
\]

where

\[
C(u) = \begin{cases} 
\frac{-1}{2} & \text{for } u = 0 \\
1 & \text{otherwise}
\end{cases}
\]

Each element of the transformed list \( S(u) \) is the inner product of the input list \( s(x) \) and a basis vector. The constant factors are chosen so that the basis vectors are orthogonal and normalized.

The list \( s(x) \) can be recovered from its transform \( S(u) \) by applying the inverse discrete cosine transform (IDCT):

\[
s(x) = \left( \frac{-1}{2} \right)^{\frac{x}{2}} \sum_{u=0}^{n-1} C(u) S(u) \cos \left( \frac{(2x+1)u\pi}{2n} \right) \quad \text{for } x=0\ldots n-1 \tag{2}
\]

where

\[
C(u) = \begin{cases} 
\frac{-1}{2} & \text{for } u = 0 \\
1 & \text{otherwise}
\end{cases}
\]

Equation (2) expresses \( s \) as a linear combination of the basis vectors. The coefficients are the elements of the transform \( S \), which may be regarded as reflecting the amount of each frequency present in the input \( s \).

• The Two-Dimensional Discrete Cosine Transform

The one-dimensional DCT is useful in processing one-dimensional signals such as speech waveforms. For analysis of two-dimensional (2-D) signals such as images, a (2-D) version of the DCT is needed. For an \( n \times m \) matrix \( s \), the (2-D) of DCT is computed in a simple way.

The (1-D) of DCT is applied to each row of \( s \) and then to each column of the result. Thus, the transform of \( s \) is given by:

\[
S(u,v) = \left( \frac{-1}{2} \right)^{\frac{u+v}{2}} C(u)C(v) \sum_{x=0}^{n-1} \sum_{y=0}^{m-1} s(x,y) \cos \left( \frac{(2x+1)u\pi}{2n} \right) \cos \left( \frac{(2y+1)v\pi}{2m} \right) \quad \text{for } u=0\ldots n-1, v=0\ldots m-1 \tag{3}
\]

where

\[
C(u), C(v) = \begin{cases} 
\frac{-1}{2} & \text{for } u, v = 0 \\
1 & \text{otherwise}
\end{cases}
\]

Since the (2-D) of DCT can be computed by applying (1-D) transforms separately to the rows and columns, then the (2-D) of DCT is separable in the two dimensions.

As in the one-dimensional case, each element \( S(u,v) \) of the transform is the inner product of the input and a basis function(vector), but in this case, the basis functions are \( n \times m \) matrices. Each two-dimensional basis matrix is the outer product of two of the one-dimensional basis vectors.
The inverse discrete cosine transform (IDCT) for the two-dimensional DCT is:

\[
s(x, y) = \sum_{u=0}^{n-1} \sum_{v=0}^{m-1} C(u, v) \cdot \frac{\cos \left( \frac{(2x+1)\pi u}{2n} \right) \cos \left( \frac{(2y+1)\pi v}{2m} \right)}{n} \text{ for } x=0\ldots n-1, \quad y=0\ldots m-1
\]

where

\[
C(u, v) = \begin{cases} \frac{1}{\sqrt{2}} & \text{for } u, v = 0 \\ 2 & \text{otherwise} \\ 1 \end{cases}
\]

2.1.2 Quantization

Quantization refers to the process of approximating the continuous set of values in the image data with a finite (preferably small) set of values [18]. Quantization is a necessary component in lossy coding and has a direct impact on the bit rate and the distortion of reconstructed images or videos [18]. The input to a quantizer is the original data, and the output is always one among a finite number of levels. The quantizer is a function whose set of output values are discrete, and usually finite. Obviously, this is a process of approximation, and a good quantizer is one which represents the original signal with minimum loss or distortion. There are two types of quantization:

- **Linear Quantization** [3]

  Linear quantization is the most basic form of quantization. The transform coefficients are divided by a quantization step and the result is converted to an integer, by truncation of the decimal point as illustrated in equation (5):

  \[
  c_q = \text{Integer} \left( \frac{c_i}{q_i} \right) \quad (5)
  \]

  where, \( q_i \) is the quantization step,

  \( c_i \) is the transform coefficient,

  and \( c_q \) is the integer quantized coefficient.

  The transform data is limited based on the 8 bit/pixel intensities of standard images. This allows a quantization step to be chosen, which limits the number of quantized states available, hence compressing the coefficients to a desired number of bits. However, it is not possible to control compression in this way, since a real system losslessly codes the quantized coefficients and this operation is not well defined.

  It can be seen that equation (5) is not ideal and it can be improved to a more effective form,

  \[
  c_q = \text{Round to nearest Integer} \left( \frac{c_i}{q_i} \right) \quad (6)
  \]

  This means that the transform coefficients are mapped to the quantization values that cause the least error. This effectively forms quantization boundaries, inside which all values are mapped to the same quantization step.
• **Uniform Quantization [16]**

The idea behind this quantization method is to release the range of the input set of data values into positive valued integers of, often, less width range. In this quantization method, the minimum MIN and the maximum MAX values of the input data must be specified, and then the input image of data is divided into a number of equidistant bins. The uniform quantization algorithm uses equally spaced bins it can, easily, found by equation (7):

\[
Q(x, y) = \text{Roundoff} \left( \frac{f(x, y) - \text{MIN}}{\text{MAX} - \text{MIN}} (G - 1) \right)
\]

where, \( \text{Roundoff}[x] \) approximates the enclosed x-value to nearest integer,

\[
f(x, y) \text{ is the original input data,}
\]

\[
Q(x, y) \text{ their quantized value,}
\]

and \( G \) is the desired number of quantized level.

### 2.1.3 DC Coding and Zig-Zag Sequence

After quantization, the DC coefficient is treated separately from the 63 AC coefficients. The DC coefficient is a measure of the average value of the 64 image samples. Because there is usually strong correlation between the DC coefficients of adjacent 8x8 blocks, the quantized DC coefficient is encoded as the difference from the DC term of the previous block in the encoding order (defined in the following), as shown in Figure (4). This special treatment is worthwhile, as DC coefficients frequently contain a significant fraction of the total image energy.

![Figure (4): Preparation of Quantized Coefficients for Entropy Coding](image)

Finally, all of the quantized coefficients are ordered into the “zigzag” sequence, also shown in Figure (4). This ordering helps to facilitate entropy coding by placing low frequency coefficients (which are more likely to be nonzero) before high frequency coefficients.

### 2.1.4 Entropy Coding

The final DCT based encoder processing step is entropy coding. This step achieves additional compression losslessly by encoding the quantized DCT coefficients more compactly based on their statistical characteristics. The JPEG proposal specifies two entropy coding methods Huffman coding [8] and arithmetic coding [15]. The Baseline sequential codec uses Huffman coding, but codecs with both methods are specified for all modes of operation. It is useful to consider entropy coding as a 2step process. The first step converts the zigzag sequence of quantized coefficients into an intermediate sequence of symbols. The second step converts the symbols to a data stream in which the symbols no longer have externally identifiable boundaries. The form and definition of the intermediate symbols is dependent on both the DCT based mode of operation and the entropy coding method. Huffman coding requires that one or more sets of Huffman code tables be specified by the application. The same tables used to compress an image are needed to decompress it. Huffman tables may be predefined and used within an application as defaults, or computed specifically for a given image in an initial statistics gathering pass prior to compression. Such choices are the business of the applications which use JPEG; the JPEG proposal specifies no required Huffman tables. By contrast, the particular arithmetic coding method specified in the JPEG proposal [2] requires no tables to be externally input, because it is able to adapt to the image statistics as it encodes the image. (If desired, statistical
conditioning tables can be used as inputs for slightly better efficiency, but this is not required.) Arithmetic coding has produced 510% better compression than Huffman for many of the images which JPEG members have tested. However, some feel it is more complex than Huffman coding for certain implementations, for example, the highest speed hardware implementations. (Throughout JPEG’s history, “complexity” has proved to be most elusive as a practical metric for comparing compression methods.) If the only difference between two JPEG codecs is the entropy coding method, transcoding between the two is possible by simply entropy decoding with one method and entropy recoding with the other.

2.1.5 Compression and Picture Quality
For color images with moderately complex scenes, all DCT based modes of operation typically produce the following levels of picture quality for the indicated ranges of compression. These levels are only a guideline quality and compression can vary significantly according to source image characteristics and scene content. (The units “bits/pixel” here mean the total number of bits in the compressed image including the chrominance components divided by the number of samples in the luminance component.)

- 0.25-0.5 bits/pixel: moderate to good quality, sufficient for some applications;
- 0.5-0.75 bits/pixel: good to very good quality, sufficient for many applications;
- 0.75-1.5 bits/pixel: excellent quality, sufficient for most applications;
- 1.5-2.0 bits/pixel: usually indistinguishable from the original, sufficient for the most demanding applications.

3. Baseline DCT Sequential Codec
The DCT sequential mode of operation consists of the FDCT and Quantization steps from section 2, addition to the Baseline sequential codec, other DCT sequential codecs are defined to accommodate the two different sample precisions (8 and 12 bits) and the two different types of entropy coding methods (Huffman and arithmetic).

Baseline sequential coding is for images with 8bit samples and uses Huffman coding only. It also differs from the other sequential DCT codecs in that its decoder can store only two sets of Huffman tables (one AC table and DC table per set). This restriction means that, for images with three or four interleaved components, at least one set of Huffman tables must be shared by two components. This restriction poses no limitation at all for non-interleaved components; a new set of tables can be loaded into the decoder before decompression of a non-interleaved component begins. For many applications which do need to interleave three color components, this restriction is hardly a limitation at all. Color spaces (YUV, CIELUV, CIELAB, and others) which represent the chromatic (“color”) information in two components and the achromatic (“grayscale”) information in a third are more efficient for compression than spaces like RGB.

One Huffman table set can be used for the achromatic component and one for the chrominance components. DCT coefficient statistics are similar for the chrominance components of most images, and one set of Huffman tables can encode both almost as optimally as two. The committee also felt that early availability of single-chip implementations at commodity prices would encourage early acceptance of the JPEG proposal in a variety of applications. In 1988 when Baseline sequential was defined, the committee’s VLSI experts felt that current technology made the feasibility of crowding four sets of loadable Huffman tables in addition to four sets of Quantization tables onto a single commodity-priced codec chip a risky proposition. The FDCT, Quantization, DC differencing, and zigzag ordering processing steps for the Baseline sequential codec proceed just as described in section 2. Prior to entropy coding, there usually are few nonzero and many zero-valued coefficients. The task of entropy coding is to encode these few coefficients efficiently. The description of Baseline sequential entropy coding is given in two steps: conversion of the quantized DCT coefficients into an intermediate sequence of symbols and assignment of variable-length codes to the symbols.

4. Conclusions
The emerging JPEG continuous-tone image compression standard is not a panacea that will solve the myriad issues which must be addressed before digital images will be fully integrated within all the applications that will ultimately benefit from them. For example, if two applications cannot exchange uncompressed images because they use incompatible color spaces, aspect ratios, dimensions, etc. then a common compression method will not help.

However, a great many applications are “stuck” because of storage or transmission costs, because of argument over which (nonstandard) compression method to use, or because VLSI codecs are too expensive due to low volumes. For these applications, the thorough technical evaluation, testing, selection, validation, and documentation work which JPEG committee members have performed is expected to soon yield an approved international standard that will withstand the tests of quality and time. As diverse imaging applications become increasingly implemented on open networked computing systems, the ultimate measure of the committee’s success will be when JPEG compressed digital images come to be regarded and even taken for granted as “just another data type,” as text and graphics are today.
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