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Abstract— We present two methodologies for the déts of emerging trends in the area of textual dat
mining. These manual methods are intended to help unprove the performance of our existing fully
automatic trend detection system [3]. The first medology uses citations traces with pruning metritss
generate a document set for an emerging trend. Buoling this, threshold values are tested to deterenthe
year that the trend emerges. The second methodologgs web resources to identify incipient emerging
trends. We demonstrate with a confidence level 8%@9that our second approach results in a signifidan
improvement in the precision of trend detection. dtly we propose the integration of these methodsHoth
the improvement of our existing fully automatic apgach as well as in the deployment of our semi-
automated CIMEL [20] prototype that employs emergirirends detection to enhance multimedia-based
Computer Science education.

I.  INTRODUCTION

Emerging trend detection is an exciting area oéaesh in text mining. An emerging trend is a tcgiea for
which one can trace the growth of interest andtytibver time. An example of such a trend is XML, a
technology that emerged in the mid 1990's.

The necessity for automated methods for detectimgrging trends has grown with the increasing akiditst
of digital information. What makes it difficult ibat it is not only based on data collected / esqaddout also on
the experience or domain expertise of the perseolvad in the detection process. Currently too mdata is
available for a human expert to examine manuallg aot risk missing some vital piece of information.
Trending of this nature is thus primarily basedmman-expert analysis of sources (e.g., paterdetrand
technical literature) combined with bibliometricdatext mining techniques that employ both semiddd fully
automatic methods [3, 6, 11].

With the continued increases in the performance computational technologies, more aggressive
implementations of trend detection methodologiesteatoming possible. This has spurred our reséatelthe
development of more sophisticated methodologiedHerdetection of emerging trends. Such emergiegds
are defined as topic areas that have grown inasidevariety at an increasing rate over time. Wespeeifically
interested in incipient trends (trends that ocaurthie first time). This article discusses our agsk in the area
of trend detection methodologies. We also presetiali case studies of these methodologies in igdd bf data
mining. These methodologies will form the groundw&or our ultimate goal of enhancing the performeot
our existing fully automatic trend detection syst@&h

The development of these methodologies will resufirecise and efficient metrics and methods tatidye
and characterize trends as emerging or non-emerlfitegare currently in the process of integratingiise
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automatic trend detection (based on a combinatidgheotwo methodologies) in the CIMEL [20] protogythat
employs trend detection to enhance Computer Sciedceation. CIMEL is a multimedia framework for
constructive and collaborative, inquiry-based laagn

Il. RELATED WORK AND MOTIVATION

In our previous work, [3, 9, 10, 13] we examined thsage of various linguistic and statistical fezguo
track trends across time. The HDDI™ system [4,34lised to extract linguistic features from a rejpogiof
textual data and to generate clusters based csethantic similarity of these features. The ratehafnge in the
size of clusters and in the frequency and associatf features is used as input to machine leart@ogniques
to classify topics as emerging or non-emerging.

However, a domain expert does not use linguistatufes exclusively to detect an emerging trend. The
research for this paper is motivated by the deeileetter characterize a domain expert approatetdetection
of emerging trends. Through this research we aindeotify features and methods to enhance the aatiom
detection of emerging trends.

Several research projects are exploring solutiorike detection of emerging trends. ThemeRiveef&bles
users to visualize trends and detect emerging $refidis a prototype (mock-up) that visualizes th&m
variations over time across a collection of docutsieAs it flows through time, the river changes thido
depict changes in the thematic strength of tempocallocated documents. The river is within thenwxt of a
timeline and a corresponding textual representaifaxternal events.

Another project [6] presents a method of trackiegjuential patterns across time. This method estract
content bearing words from the corpus it is using generates sequential patterns within a seletes
interval based on a minimal support threshold betweaontent bearing words. The authors also preseystem
for visualizing these patterns.

The Envision system [7] allows users to exploredeein digital library metadata (including publicet dates)
graphically to identify emerging concepts. It issioally a multimedia digital library of computerisgce
literature, with full-text searching and full-conteretrieval capabilities.

The TDT project [8] is an ‘Event Tracking’ mechamiswhich tracks topical information in a stream
consisting of news stories using speech proces3ing.goal of [8] is essentially to detect changesopics —
disruptive events exhibiting discontinuities in sertics in localized data sources such as newscasts.
research [3, 4, 9, 10] focuses on integrative ar-disruptive emergence of topics that build on fresly
existing topics. There is a significant differenoehe goal of these research projects: unlikeTtb& research,
our goal is to detect novel trends that are glgtiattipient in a given domain.

TimeMines [11] is an automated system that gengem@terview timelines for topics in free text nevespora.
These timelines are used to indicate the key topiesived in the corpora and their coverage withaaking
function of how important a particular topic is kit that area. In contrast, our research goal igmalentify
all topics that are important but rather identi&ested emerging trends that are incipient.

TOAS [1] extracts information about particular egiag technologies through a process of search and
retrieval from abstract databases (e.g., INSPEQ]like, etc.) with manually generated queries. Raihy this
initial data collection, various data processinghtéques are used to generate reports on the abpie search.
TOAS incorporates the ideas of ‘Monitoring’ and bBometrics’ in a complementary fashion for theedzion
of emerging trends. Monitoring involves trackingds#ta for a specific purpose, the implication ofichhwill
subsequently be interpreted by a domain expertth@nother hand, bibliometrics uses counts of ctetiin
publications, patents or citations to measure atetpret scientific and technological advances [2].

In [19] a discussion of studies of patterns intmigs concludes that active research fronts devielagjtations
between recent years. This is an important chaiatitethat can be leveraged to enhance our fullpmatic
approach to emerging trend detection.

lll. APPROACH

The methodologies we present are based on ourmwition supported by our domain knowledge in et t
mining trend detection area [3, 4, 9, 10, 13, Mje expect that the results of our study of manual
methodologies can be used to increase the prectimur existing automated approach to emergingdire
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detection. As part of our future work we plan tandoct more extensive research that involves focosm
studies and surveys of domain experts to gain teanhderstanding of how domain experts performdre
detection.

We approach the problem of trend detection from tiiferent perspectives. The first methodology uses
citations to generate a document/trend set forlectesl topic. This set is then analyzed to detketinitial
emergence point of a trend. The second methodalegy web resources to identify candidate emergamgls.
Domain knowledge is used to validate potential piegit trends as emerging. The results for this rsgco
methodology are discussed in the evaluation section

3.1 Approach 1: Tracing a Trend via Citation Linkas
In what follows we outline the seven steps in fhiig methodology.
1. Determination of a potential trend and/or selection of a topic of interest.

A topic of interest is selected and is characterizeone or two descriptive sententeBhis description is
used for comparison to the documents retrievedaiar Isteps. Various sources are used to retriesente
documents on the topic (e.g., csindex.com). Thanel initial validation of a topic’s worth based document
and citation counts. Additionally, key authors otopic can be identified based on counts of citetito their
work.

The documents retrieved from this step are exanioe@rify that they discuss the topic of

! This is the manual approach to describing a tdpi@n automated system such topic description evbel
facilitated by use of a set of keywords and lingoigeatures entered by the user or extracted faacchosen set
of related documents interest and are then usddtemine keywords related to the topic.

2. Initial Citation Traversal Backward in Time

The references of the retrieved papers from varsousces (e.g., csindex.com) are examined and these
references a subset is selected based on theditkbshe author names that appeared more frequienthe
papers. For this case any repeated reference eatexpauthor is selected due to the limited amofinitation
information overlap. Once the papers are seleci&tjon link information is used to retrieve thestract of this
set of papers from various online resources (&gjence Citation Index). The abstracts are them@ed for
relation to the topic, and those papers that dalissiuss the topic are pruned. This comparisoedsraplished
by examining the title of the document and the ralostfor relation to the description of the topicrhed in step
one. One method that may enhance this procesadmd the subject sentence in the abstract. Thitesee
usually starts with particular catch phrases (€hds paper, We present, The author discusses, ©1Q.helps
determine whether the citation should be used xfameénation of the trend. If an abstract is not ldée from
online sources then the reference is used conditioto trace citations forward in time.

3. Tracing Citations Forward in Time

Citations to the papers retrieved from the initiaversal are looked up (e.g., with Science Citatitdex).
This search returns a large number of documentghwitequires initial pruning steps. First we assutimst
pruning based on venue will yield a viable set otuments that is representative of the topic. TVersue
pruning rejects all documents published in venugside of a selected domain, which is the overadll @f this
pruning. This pruning action helps in reducing tb&al number of documents retrieved and also tticeshe
documents retrieved to a particular area of inted& are currently investigating how venue spra#dcts
emerging trend detection. This is a first step thimexamination of how domains can be represditaddtnues.

The next pruning step examines the title and kegiwaf the documents for similarity to the topic atgstion
sentence formed in step 1. Finally the abstractseaamined as in step 2 to determine whether todacor
exclude a document from the trend set (the setoofighents related to the topic description sentevitieh
represent the trend). These last two steps carotbioed if there is a small enough collection ofwoents
that cited a particular source. If the documentsnfrstep 2 that were used conditionally to tracaticibs
forward in time do not yield useful documents tlaeg pruned from the trend set.
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4. Tracing Backwardsin Time

The references for the papers obtained in stepsd23aare examined and a subset of these referésices
formed. Each set of papers is handled separatély,thhe set from step 3 being examined first. Ringt author
names are examined for the set. Author names tbat&renced by three or more documents are sedleldext
we obtain the repeated references for articlesemiby one of the selected authors. New papersatbed not
previously found are selected. If the abstractstless are obtainable this set is pruned basedroitasity as in
step 2. If there is not an abstract available fpaper it is conditionally added. This processejeated for the
set of papers from step 2.

5. Set Impr ovement

Online repositories with citation linkage informati (e.g., Science Citation Index) are queried wgtims
from the topic description to determine if there additional documents missed by the citation migiciThe
results are pruned on similarity to the topic anglitates are removed. If there are remaining afiese are
added to the trend set and their references amipgd to identify potential matches with the sditamed so
far. The citation information of the retrieved dawents is combined with that of the trend set. Tiuegss ends
with a final query to additional online sourcegy(elnspec, Compendex and csindex.com) with terom the
topic description sentence. This final search egas documents that are not covered by the souhegs
contained the necessary citation information ferphevious steps.

6. Identification of Emergence Time

Upon completion of the previous step duplicate doents are identified and removed from the trend e
document frequency, number of repeated authorsnamtber of new venues is then graphed by year.\&fe t
select the years with an overall higher documesddency. It is our premise that these ‘candidasesydave a
higher likelihood of being points where the treag&merging.

7. Thresholdsfor Emerging Trend Detection

Using candidate years as an emergence point fotrémel we then apply a series of thresholds. These
thresholds are based on our own intuition and doragpertise [3, 4, 9, 10, 13, 14], but in futurerkvere plan
to conduct more extensive research that involveadagroup studies and surveys of domain expertgio a
better understanding of how domain experts perftlend detection. The heuristic thresholds that \aeeh
identified in our research are as follows:

1. A document frequency of five or greater is requifedthe candidate year. This is used to prune out
candidate years where a trend has not developthe fooint of emergence.

2. The candidate year is required to be the largestimient year in all years prior to the candidates Th
candidate year should represent the largest anafumork to date on a trend. Therefore we prune out
candidate years that do not exceed the yearstpribem in document frequency.

3. The candidate year is required to contain 20% loi@uments in the trend set, prior to and inclgdin
the candidate. The candidate year should havelaldigl of representation for the work to date on a
topic.

4. The candidate year is required to contain 10%lal@uments in the trend set for all the yearsistiid
If the candidate year being examined is not theectiryear then this threshold is used to assert the
overall importance of the candidate year.

5. 25% of all documents in prior years must occuthia three years prior to the candidate year. Theltre
should have an increase over a short period of timée considered emerging. Additionally the
majority of documents in a trend that is emergingutd occur close to the emergence point.

6. Venue variety increases in the candidate year. ifgi®ase in venue variety indicates an increase in
the activity of a trend.

7. There should be at least one repeated author présethe trend. The trend needs to have the
beginnings of a community of authors.
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8. There should be at least 10 venues present imehd.tA core set of venues is required for thedren
be considered emerging.

3.1.1 Analyses of Case Studies Selection of
Decision Trees

The main topic of our case studies was decisi@strErom this topic two sub-topics were selecteduttive
Decision Trees (IDT) and Fuzzy Decision Trees (FDIhe topic of decision trees was selected duén¢o t
attention it has received in data mining and mazlhaéarning literature and research (e.g., [12,165,17, 18]).

Inductive Decision Tree Case Study

Our first case study considered the trend of IDThie domain of Data Mining. Since the trend of IBas
emerged already this gave us a good starting goimtxamine the patterns surrounding its emergefie.
methodology was followed to yield a trend set ofwlments. Then thresholds were examined to detenwiies
the initial point of emergence occurred. Figurehbves the document frequency for the IDT trend sebss
time.

Inductive Decizion Trees

Rumiid Inpreney

Year

Figure 1: IDT Document Frequency

From this graph the years 1991, 1995, and 2000 sadexted as potential candidate years of emergiuee
to their document frequency in respect to previgesrs. However, the year 1991 was later excludedtalunot
meeting the document frequency threshold of at leakcuments. Next, the year 2000 was also remtreea
the candidate year set because it did not haveetpgred 20% of previous documents. These threshaid
used to maintain a level of representation in tiedaate year. The rational behind this is to pnégecandidate
year from being identified as emerging when thektnfl the documents occur in prior years. Similaithe
threshold for the past three years (threshold padf 6 in the Methodology Section) is used to naima larger
percentage of the documents close to the candydate

The next threshold we applied required that alldédeite years contain at least one repeated authorder
for a trend to be considered emerging it had tcehthe beginnings of an author base or communityurgi 2
shows the growth of the number of repeated autbves time.

Finally the restriction of an increase in the numifenew venues is applied to determine how adtieetrend
is in the domain. There should be a core venueshagtthe topic occurs in to guarantee that théctbps a
foothold in a domain before it is considered emeggAdditionally, there should be a relative growdithin the
domain for the topic. The number of new venuespictacquires in the trend set represents this drokigure
3 shows the inclusion of new venues into the trgtdbf induction decision trees in relation to time
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The candidate year 1995 was selected as emerginfddnductive decision tree trend by these thokkh
metrics.

Fuzzy Decision Tree Case Study

Following the same methodology the document setHertopic of FDT was generated. Figure 4 shows the
document frequency for the trend.

The candidate years for this topic were 1992, 19988, and 2000. The years 1998 and 2000 were grune
by threshold (2) because they were not the langessts for document frequency.

All candidate years contained at least one repeatélor showing that the trend was beginning t@ixec
attention from a group of authors. Figure 5 shdwesihcrease of repeated authors with relatiomte ti

The year 1992 was removed from the set of candigizdes because it did not reach the thresholddougs
included in the trend. There were only 7 differeaetues present by 1992. The year 1996 did howendain
the required number of venues and had an increaskei number of new venues over the year priott.to i
Therefore the year 1996 was selected as the yeanefgence for FDT.
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3.2 Approach 2: Identification of emerging trendssing web resources

Following is the second blueprint for a methodotadjiapproach to the manual detection of emergieigds.
Like the first methodology, we plan to employ wive¢ learn from this methodology to both improve the
performance of our existing fully automatic treretettion algorithms as well as in our semi-autocm@iMEL

[20] prototype that employs emerging trends detectto enhance multimedia-based Computer Science
education. We present a case study of this appraadlits evaluation in sections 3.2.1 and 4.0.

1. Selection and validation of main topic area.

Detection of emerging trends starts with the seeaabf a main topic area. Knowledge in this areeetpuired
as the use of domain knowledge at various stageislesftification of emerging trends is necessarye Th
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objective is to discover emerging trends in theaarkinterest. An INSPEC Database search on tha topic is
performed to confirm it as a possible area of nedea

2. Search for candidate emerging trends.

Recent conferences and workshops are searchegéoisdion on the main topic area giving speciainitbn
to workshop websites and technical papers for plessgmerging trends (i.e. topics within the domaidrthe
main topic area). Links that deal with the recewuliscovered potential / candidate emerging trerasaiso be
traced (using step 3).

3. Candidate emerging trend verification.

A web search engine (e.g. Google, Yahoo, etc.yésiuo find additional trends and find further evide of
references to the candidate trends.

Following is a list of words associated with emargtrends (also called “helper” terms):

most recent contribution Future

recent researt recent tren

a new paradigm next generation
hot topics novel

Emergent new approach
newest entr propose

cutting edge strategies current issues
first public review

Two possible scenarios are:

a) If step 2 identified any candidate emergingdesgra search is made using any of the popular wettls
engines like Yahoo or Google using a candidatedtreand> any of the helper terms from the above\stere
<and> indicates a logical AND of search terms).

Otherwise,

b) If step 2 did not identify any candidate emeggirends, a search is made using any of the popugar
search engines like Yahoo or Google using mairctaga <and> any of the helper terms from abote lis

The algorithm in Figure 7, which uses web-basedue=®s to validate candidate emerging trends Jlisvwed
at this stage. In the algorithm, “main topic” shibble read as “candidate emerging trend” if casg &fplies.
The algorithm is meant to assist the user in adogr rejecting web links identified by a searcigime while
simultaneously extracting candidate emerging trérata pages (or links) of interest. These candigaterging
trends are maintained in a list and each trendtés herified in step 4 (Verification of AlgorithmResults). In
completing this step several candidate emergingdfreare identified. Also, further references to didate
emerging trends identified in step 2 can be found.

4. Verification of Algorithmic Results

An INSPEC Database search is performed using nugiit tarea <and> newly found candidate emerging
trend from the year of origin of the main topic ar® the current year. If the frequency of docurmment
referencing the search terms increases over ths,ys&@ candidate emerging trend is confirmed bere fide
trend with respect to the main topic.

If few documents appear in different years (say @nivo), the authors of the articles are also stigated. If
the same author is writing (may be as a followeyort to recent research, etc.), it's NOT an enmgrgiend.
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5. Additional Trends

Steps 3 and 4 are repeated with combinations @t dtblper terms and/or other candidate emerginglsre
until all the desired emerging trends are found.

3.2.1 Case Study on the topic of Object Databases

In this section a common example of how the abogthodology would be used is presented. The

% Note: The objective here is to find the year dfjior of a candidate emerging trend within the miaipic.

following case study is a manual trace throughrtiehodology we have developed. For this example the
main topic area is chosen to be “Object Databases”.

1. Selection and validation of main topic area.
First following step 1 of the methodology, a maipit area is chosen which in this case is Objec¢aixses.

Following this selection an INSPEC database se&cperformed to verify the selected topic area ifer
potential to contain emerging trends.

1988 1989 1990 1991 1992 1993 1994
10 13 28 38 24 41 73
1995 1996 1997 1998 1999 2000 2001
36 46 47 54 39 36 16

INSPEC Search: Object Databases.

The above table shows the document counts by yean &n INSPEC query on Object Databases. The
coverage of this topic over recent years suggéstisrtew innovative enhancements to Object Databases
being researched. Therefore Object Databasesdacaraain topic area for the identification of emgiag trends.

2. Search for candidate emerging trends.

The next step is to explore workshops and confexeicat are related to the discussion of this rtaiic
area. This was initiated by examining OOPSLA (ocamsim.org). Through the examination of OOPSLA’s1200
conference as well as additional sources, “XML bates” was found to be a candidate emerging trend.

Following are a few excerpts from key conferencd workshop papers, which discuss the area of Object
Databases. Phrases in the relevant portions aéxtberpts are highlighted (bold) to provide a visus to the
detection of XML Databases as a candidate emetgamgl.

i) (oopsla.acm.org/oopsla2001/fp/workshops/17.htitiuring the past few years, there has been a
consider able interest and growth in a number of new and emerging technologies, such as XML. For many
organizationsalready using object-orientation with database rgament systems, XML data adds a new
dimension that brings considerable flexibility ggrdmise, ... Theecent trend towards XML servers, native
XML databases andsupport for XML in existing relational databasesitestimony to the importance of this
issue for the vendor community as well.”

i) EDBT 2002 Workshop (XMLDM)

“... As database systems increasingly start talkimgach other over the Web, thereaigast growing
interest in using the eXtensible Markup Language (XML) as the standard exchange format. As aresult,
many relational database systems can export daxdhsdocuments and import data from XML documents.
XML is on its way to becoming the communicationnstard of the Web. Moreover, there is iaereasing
trend to store XM L-data in database systems and, by this, make it easieraocess and maintain.”
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i) 1st ECOOP Workshop (XOT)

“XML has many similarities with object-oriented datodels and languages. However, whereas the object
oriented technology has reached a great level tfinitg XML is till initsinfancy.”

Additional Sources that were examined include:

iv) Web Databases 2001
v) WebDB Workshops
vi) ACM SIGIR 2000 Workshop on XML and Information Retral

The way in which XML Databases is referred to ia #bove excerpts identifies it as a candidate eimgrg
trend in the area of Object Databases.

3. Candidate emerging trend verification.

A web search engine (e.g. Google, Yahoo, etc.) wsesl to find additional trends and to find further
evidence of the candidate trends that were founthénprevious step (in this case only XML DatabasAs
guery was formed which combined “Object Databasesid> various helper terms (where <and> indicates a
logical AND of search terms), which were listedie methodology. The methodology did not requiep €(b)
to be followed due to the detection of a candidatesrging trend in step 2 of the methodology, howévean
be followed to gain additional candidate trends emassist in the validation of candidates founthim previous
steps.

The algorithm in Figure 7 was followed and the d¢date emerging trend (XML Databases) was discovered
as an emerging trend that was widely referred tedent research work.

4. Verification of Algorithmic Results

An INSPEC Database search using the “Object-oriEntand> “XML” <and> “Database” was performed to
verify the algorithmic results.

1988 1989 1990 1991 1992 1993 1994
0 0 0 0 0 0 0
1995 1996 1997 1998 1999 2000 2001
0 0 0 0 5 11 5

INSPEC Verification Search

The frequency of documents referencing the seanch increases over the years; hence XML Databases i
an emerging trend with reference to Object Databas©Dbject Oriented Software Engineering.

IV. EVALUATION

An experiment was conducted to test this methodotdgemerging trends detection. 21 students pasted
in this experimental evaluation. The subjects varstudents of a graduate course in Object OrikBeftware
Engineering. They were asked to identify three ginertrends in the area of Design Patterns. Then rogic
area was given to them to simplify the experimemtedluation and also to make it more relevant &irth
coursework. A survey was conducted before stattiregexperiment to find out how many students kneev t
definition of the term ‘literature search’ and hawany of them had used web-based resources befeeatoh
for information. 19 students responded to the surViéhile all of them said that they do use the welsearch
for information, 57.8% said that they didn’t knovihat a literature search was.

4.1 Methodology for evaluation

The class was divided into two groups, groups ABneach group having an approximately equal nurber
students.
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Students from both groups A and B were expectdtht@ attended the lectures of the class. They alste
expected to have introductory knowledge in the miapic area of Design Patterns before participatmthis
experiment. This was necessary as at differentsstépthe experiment they needed to apply their doma
knowledge to justify their choices of emerging wersion-emerging trends. Also, all the studentsdwess to
their textbooks, reference books and handouts divehe class. Both groups A and B attempted amcése
that involved identification of three emerging terin the area of Design Patterns of Object OrikSteftware
Engineering. In addition, group B was provided wille methodology. Group B was also provided with a
practical case study that demonstrated the praxfedstecting emerging trends as outlined in thehodtlogy.
After completing the task, students in group A wgieen the methodology and case study and requoed
resubmit their solutions using the methodology.

The standard metrics of evaluation in text minimg precision and recall and the exercise was etedua
using precision. In the following, the variable RE€trieved) is the set of all trends the studeag tdentified
(note that this was a maximum of three trendsHix éxperiment — i.e., assuming that the studemtbanpleted
their assignment, RET == 3). RETREL (retrieved val&) is the set of the retrieved trends that améyt
emerging (true positive). Then, precision is dedias:

precision = RETREL / RET
Possible values of precision are 0% (RETREL = @)33% (RETREL = 1), 66.67% (RETREL = 2) and
100% (RETREL = 3).
Note that measuring recall would be quite diffictdinsidering the broad range of research condunotéue
area of Design Patterns. We did not have the reesup obtain a complete list of emerging trendb@atime of

this experimental evaluation, nor was it our pugpts have students retrieve all trends so reca#i net
measured.

Hypothesis:
Precision will be significantly higher for Group B.

4.2 Results

Precision Resubmits
Group B (methodology) 66.67
0

10C

0

100
10C
10C
33.33
33.33
66.61
Group A 66.61
0 100
33.33
10C
66.61 10C
100
33.33
33.3¢ 10C
0

Table 1: Precision results of samples from GroupGX%pup B and resubmissions.
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Group A Group E Group E| GroupE Group E
(R1) (R2) (R3) (R4) (R5)
Mean 54.54 60 69.23 100 100
Standard
Error 11.2¢ 12.9¢ 10.9¢ 0 0
Median 66.67 66.67 100 100 100
Standard
Deviation 37.34 40.98 39.58 0 0
Sample
Variance 1394.01 1679.06( 1566.99 0 0
Range 100 100 100 0 0
Minimum 0 0 0 100 100
Maximum 100 100 100 100 100
Sum 600 600 900 400 600
Count 11 10 13 4 6
Confidenci
Level(95.0% 25.08 29.31 23.92 0 0

Table 2: Analysis of Group A and Group B precisiogsults (R2) entire group B, (R3) entire group B
including resubmissions, (R4) actually followed hwatology, and (R5) actually followed methodology
including resubmissions
Hypotheses:

1. Group B (R5: actually followed methodology includimesubmissions) will perform significantly
better than group A (R1) in terms of precisionhdit results.

2. Group B (R4: actually followed methodology excluglinesubmissions) will perform significantly
better than group A (R1) in terms of precisionhdit results.

4.2.1 Result 1: (R1 vs. R5)
Lower Tail test

Population 1 sample corresponds to Group A (Rlhaut methodology); Population 2 Sample corresponds
to Group B (R5: actually followed methodology inding resubmissions from Group A).

Hypothesis 1: (Mean precision of sample 1) — (Meprecision of sample 2) 0

Hypothesized Difference 0
Level of Significance 0.01
Population 1 Sample

Sample M ean 54.54
Sample Size 11
Sample Standard Deviation 37.34
Population 2 Sample

Sample Mean 100
Sample Size 6
Sample Standard Deviation 0
Population 1 Sample Degrees of Freedpm 10
Population 2 SamplDegrees of Freedc | 5

Total Degrees of Freedom 15
Pooled Variance 929.52
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Difference in Sample Mea -45.4¢
t-Test Statisti -2.94

L ower-Tail Test

Lower Critical Value -2.60
p-Value 0.00509

Table 3
Conclusion: Mean difference between sample(ithout methodology) and sample 2 (actually folémv
methodology including resubmissions from Group 8)léss than O with a confidence level of 99%. Thus
sample 2 precision results are significantly gnetitan sample 1.
4.2.2 Result 2: (R1 vs. R4)
Lower Tail test

Population 1 sample corresponds to Group A (Rlhauit methodology); Population 2 Sample corresponds
to Group B (R4: actually followed methodology exdihg resubmissions from Group A).

Hypothesis 2: (Mean precision of sample 1) — (Meprecision of sample 2) 0

Hypothesized Difference 0

Level of Significance 0.05
Population 1 Sample

Sample M ean 54.54
Sample Size 11
Sample Standard Deviation 37.34
Population 2 Sample

Sample M ean 100
Sample Size 4
Sample Standard Deviation 0
Population 1 Sample Degrees of Freedom 10
Population 2 Sample Degrees of Freedom 3
Total Degrees of Freedc 13
Pooled Varianc 1072.5:
Difference in Sample Means -45.46
t-Test Statistic -2.37743
Lower-Tail Test

L ower Critical Value -1.77093
p-Value 0.016734
Reject the null hypothesis

Table 4

Conclusion: Mean difference between sampléwlithout methodology) and sample 2 (who actualljofeed
methodology excluding resubmissions from Group #\)ess than 0 with a confidence level of 95%. Thus
sample 2 precision results are significantly gnetitan sample 1.

4.3 Analysis of Results

The sample data collected is based on precisiomenfresults of student performance on the assignmen
Precision of the results is calculated based omtiraber of correct trends identified by each sttdemsus
number of total trends identified.

We found with a confidence level of 99% that theameprecision of sample 2 (actually followed
methodology including resubmissions from Group g\yignificantly greater than the mean precisiosasfiple
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1 (without methodology). Also, with a confidencedé of 95%, mean precision of sample 2 (actualliofeed
methodology excluding resubmissions from Group A) significantly greater than sample 1 (without
methodology). Initial results are indeed promising.

In our experiment initially we did not find a sigieant difference in precision results between @réu(R1:
without methodology) and Group B (R2: entire grdigvith methodology). However, after a critical syuof
the results and the experimental methodology, wedathat there are some variables that we wereleirtab
account for in this first set of experiments. Fgample, some students, even with the methodologlyndt
actually finish the assignment and reported onky ontwo out of three required emerging trends.

To address this concern we held a focus group stéon with the students and determined that at fxame
of them decided to stop after putting in seven bairtime on the assignment. This gave us somddsmfe to
use these partial results because we had expliiitgted the students to stop after seven hours.

A second variable that we were unable to contradd whether the students in group B actually followieel
methodology. Based on the focus group discussith thie students we learned that despite the fadttttey
were required to follow the methodology, severalhem had difficulty understanding it adtd not follow the
methodology at all. As a result, we performed a critical studygobup B results, and were able to determine
which students had actually followed the methodglbin future experiments we will modify our methods t
take into account the usability of the methodology.

V. CONCLUSION

We have developed two methodologies for the mardetection of emerging trends. These two
methodologies are based on our own intuition anchalo knowledge in the manual identification and
characterization of emerging trends. The first radtdtogy exploits citation linkages and pruning noet$ to
generate a document set for a trend of interess ffénd set can then be expanded with the usesbfhased
repositories (INSPEC, etc.). Trend emergence islagdd through a series of thresholds. This metloggois
still under development.

The second methodology uses web-based resourcesararalgorithmic approach to identify incipient
emerging trends. We demonstrated at a confidenes & 99% that the use of this methodology impsotiee
detection of incipient emerging trends.

The development of these two manual methodologiegrerging trend detection has given us insigtat in
different ways to characterize trends. We belida tve have taken important new steps towards stateting
the emergence of trends. Our next step is to caenbiese two methodologies and perform a controlled
usability study of the approach. We expect thesaltg to aid us in our efforts to improve the parfance of
our existing fully automatic trend detection algoms [3, 4, 9, 10, 13, 14].

VI. FUTURE WORK

The long-term goal of our research is to extend revious work [3, 4, 9, 10, 13, 14] to develop aren
sophisticated approach to the automatic detectie@merging trends using the methodologies presentéuis
paper. We are also nearing completion of a multimédsed interactive system for semi-automatic gmgr
trend detection as part of the CIMEL [20] prototyffeat employs emerging trends detection to enhance
Computer Science education. Finally, we plan to addsualization module to our existing fully autatic
trend detection system as an extension to our guswvork [3, 13].
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