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Abstract— As cellular network infrastructures areriproving day by day; they are becoming the ide&wts

to access the any Web resources, especially InteBesed Services. However, Smartphones have certain
limitations in connecting smartphone based devidesexisting Internet based Services. This paper nigi
focuses on focuses on the following limitations: ragection loss, bandwidth, latency, and limited resoes.
This paper implements a platform independent aredture for connecting smartphones to the existing
Internet based Services. The architecture includesross platform design of smartphone based sercigent
and a middleware for increasing the interaction beten mobile clients and Internet based Web Servidés
architecture can be deployed on Cloud PlatformgeliCloudSim and Google App Engine to enhance the
scalability and reliability.

Key Terms: - Smartphones; CloudSim; XML; PHP; ApaehApplication Server; Recess PHP Platform;
Representational State Transfer; RRISON

. INTRODUCTION

Smartphones are expected to increase gradually froment users. As cellular network infrastructures
continuously improve, their data transmission beestincreasingly available and affordable, and they are
becoming popular ways to access the Internet B&sdices, especially the Web Services that are also
available in the cloud. Today, smartphone devides iPhone, and Android, have included applicatitmest
consume the web services from popular websited) ascYouTube, Msn and eBay. The share of android in
smartphone market is 46% and iPhone is 35%.

However, there are problems in connecting smartphdo existing Internet based Services. Firstlg, th
Internet Based Services need to provide optiminafar mobile clients. For example, the size of iNeb
Services messages needs to be reduced to fit tienimth of mobile clients. Secondly, smartphonegehto
adapt to different kinds of Web Services, for exEn@BOAP and RESTful Services. Figure 1 shows a
smartphone accessing Web Services. This papertigatss how Cloud Computing [1] can help smartplsone
connect to existing Internet based Services.

[l. PROBLEM DEFINITION

Accessing Internet Based Services from a smartpbased client is different compared to the stanea
services scenarios, due to these factors environmesurvey done by Earl et al. [2] evaluated hoellvthe
current smartphones including Android, iPhone, Saml{S60), and Windows Mobile, support the conaspt
mobile network based research. According to theesyrall of these mobile platforms have certaintitions.
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e Smartphones have limited resources like Procegsimgr, screen size etc.
«  The communication between client and service shdished through wireless network.
e Existing Web Services in the Cloud do not supparagphones.

CLovD
m ar SERVICES
Service:

o -

Smartphone

Fig1: Smartphone Accessing the Internet Web Services

There are several challenges in accessing thenbitdased Services from the existing smartphorestsli
The following two are the focus of this paper.

a) Loss of connection Problem: Since the smartphone based devices are not saaloledue to the
mobility of the smartphones and the wireless neltvamtup, smartphones can be temporarily removed
from the previous connected network and later roayfetwork.

b) Bandwidth/Latency Problem: Cell networks have a very limited bandwidth anel eften billed based
on the amount of data transferred. However, evemale SOAP message often contains a large chunk
of XML data, which consumes a lot of bandwidth ahd transmission can cause major network
latency. In addition, the SOAP message containglynddL tags that are not all necessary for mobile
clients.

¢) Limited resources problem: Smartphone clients are normally “thin clients” {8ith a less processing
power.

They also have limited screen size and computdtipmaer. These shortcomings are only due to mgtj¢i.

Ill. ARCHITECTURE FOR SMARTPHONE DEVICES

Middleware Architecture [5] is mainly used in Dibtited Computing system. Distributing Computing
Systems [6] “consist of multiple processors thatrdt share primary memory, but sending messages ove
network”. Mobile clients are distributed comput#érat connect to the middleware. In Emmerich’s pdpk he
defined four requirements for general middleware.

Network communication: Hosts who need to communicate with each otherlwegosome transport layer
(TCP and UDP) and marshaling, a process of comgedata structure to transferable format.

Coordination: Since distributed systems have multiple pointscoftrol, different components need to
coordinate and collaborate through synchronization.

Reliability: Requests maybe lost during the network transmissidie middleware needs to deploy error
detection and correction mechanisms to enhancebiky.

Scalability: Distributed systems deal with cliemteractions and also interact between distributedponents.
Changes in the allocation of components could afiee system architecture, which refers as tramsuarin
the reference model of open distributed processing.

Heterogeneity: Components in a distributed system can be implésdemith different languages and
deployed on different platforms. Thus, the desigads to consider a heterogeneous environment.

Middleware Architecture is often used to extendctions for thin clients, like mobile devices. Uniben et al.
[8] proposed a middleware for adaptation in molglevironments. The proposed middleware hides the
complexity of deploying ubiquitous applications. glipations are automatically moved between différen
platforms.
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When designing distributed systems, scalabilityuithde the primary concern. Rajive et al. [9] didearch
on investigating scalable middleware to supportitedbternet applications

The proposed middleware solutions for Smartphorsedalevices mostly focus on application and content
adaptation. Coordination, scalability, reliabilitgnd heterogeneity are four fundamental requiresnéot
general middleware as well as middleware for motiéeice [10]. Scalability can be achieved with rilstted
middleware. Context can help middleware to adaph¢oheterogeneous environment. However, the ddhleo
paper is to use middleware to improve the inteoactietween mobile clients and internet servicesedkas use
Cloud platforms to improve the scalability of theddieware.

IV. PROPOSED ARCHITECTURE OF MIDDLEWARE

The middleware that is proposed will act as prdmwat is hosted on the Cloud platforms which provitbile
clients access to Cloud services. The middlewarbitacture will improves interaction between molalents
and Cloud Services, for example, adaptation, opitivn and caching. The middleware also providésreled
functions to mobile clients. In general, the aretitire enhances the functionality, reliability armnpatibility
of the interaction between smartphones and Cloud .

In order to overcome the problems listed in thevipngs sections, the Cloud Computing architectucvigles
the following features to enhance the interactietwleen mobile clients and Web Services.

No L oss of connection: Client and middleware caching — Copies of servisilts are stored on both mobile
clients and the middleware. When the mobile cliemts not able to connect to the middleware, thentiside
cache is used. When the middleware to server ctiones not available, the middleware returns dshed data
to the mobile clients.

Bandwidth/Latency: Protocol transformation — Protocol transformati@duces the latency as well as
bandwidth of the client to service interaction. Thaldleware transforms Simple Object Access Prdttza
much light- weight format RJISON through RESTfulelmtet Web Services. Transferring SOAP to light-\ueig
protocols, like RESTful, reduces processing timevel as the size of the messages [11].

5 Protocol Transformation

| oy =
T il H_ - _‘\\
Smartphone ’ _ Cloud '~
Clients S Services
Middieware

= RESTful Services
Optimization
Fig2: Architecturefor SmartphonesMiddleware

Result optimization: Result optimization reduces the size of the servisults, thus reduces the bandwidth
used to interact with internet Services. The middies converts the format of service results from XM
RJSON and removes unnecessary data from the drigamgice result. Less data transferring also reduc
network latency.

V. EXPERIMENTAL SETUP
The goal of the middleware cloud architecture iptovide a proxy for mobile clients connecting tim@l
services. Figure 2 shows an overview of the middlevecloud and its main features. The architectansists of
three parts, the mobile clients, the middleware #mel Cloud services. Since Cloud services are lysual
controlled by service providers, the middlewareqrans all the necessary adaptation to the mobidantd.
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A. Middleware Architecture

The middleware is responsible for consuming theu€@l&ervices whether they are SOAP or RESTful
services like RJISON and delivers the service résutie smartphone. On the smartphone, users dare deb
Services and later execute the pre-defined Webi&earv The middleware provide RESTful interface thoe
mobile clients. Figure 4.2 indicates how to conslaxecute a pre-defined Web Services. Note that the
execution starts with a HTTP GET request whose pRih contains the resource identifier to the webeW
Web Services are executed through the middlewlaeefotlow steps are involved in the middleware.

e The Smartphone sends a HTTP GET request with antifide of a Web Services to the middleware.

« The middleware deals with interactions to the WelvBes (and generates SOAP client if necessary).

e« The middleware extracts (RJISON or XML parsing) tequired service results from the original
service result and form a new service results BON format.

e The middleware stores a copy of result with theviserID in the database and returns the optimized
result to the mobile client

B. Mobile Client implementation on middleware in Smartphones

In order to implemented the proposed smartphonediaschitecture with client side native libraries.
Smartphones has an embedded browser which inclimlesScript libraries that implement several common
functionalities of the client side browser, for exqgle, location service and file system access.

To verify the smartphone based client design, ehategrated the design with an existing onlineliapfpion
in php application for Punjabi newspaper portalllech Sadelok Newspaper as shown in Figure 3. The
application is re-implemented with the mobile ctigiesign on smartphone. Using the application vieerers
can access the Web Services of the portal whibbsged on cloud through the smartphones.

The client application can be divided into thregels, User Interface (Ul), controller and cache aggn. The
Ul layer has two implementations, native Ul and edded browser Ul. Figure show how they look liketloa
device. Figure show the architecture of both imgatations. The controller is the key coordinatooagthe
Ul, middleware, and cache manager. The controlleates the Ul and gets data from the RESTful clant
cache manager. If network connections are not @il the controller passes cached data to th@fdponents.

- - CET - R

World's best Punjabi Newspaper...)SON Converting.

H3@SAL

MENU  SEARCH m n

g e e i e vl fera

Fig 3: Layout on Android Browser of Sadelok Application

Otherwise, it invokes the RESTful client to getadftom the middleware. The cache manager then saves
recent received data on a local file system.

With the native Ul, the client interacts with théddieware asynchronously. When the native Ul rezpidata,
it passes a callback to the controller and consriaegeceive Ul events as shown in Figure 4.
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The controller starts a new thread to interact whighmiddleware. When the data arrives, the Ul gptiated
through the callback. With this model, the natiieclin be updated as soon as the data changesniiezided
browser needs to wait for the data to arrive, bsedhe native library cannot receive a JavaScailtivack. The
embedded browser also cannot be updated autonhatidagn the data changes.

The entire middleware application is hosted on agh® Application Engine GAE uses the Services oeién
architecture. The middleware architecture is imgatad as a Core PHP Web application. The applitatses
the RESTful Internet Service interfaces to mobilents, since RESTful web services are more sétdot
mobile devices [12]. Because the middleware udeSTRul and RIJSON API of core PHP libraries. It tmbe
deployed on Apache Web server container.

The middleware also uses Apache HTTP client, a lpogRUSON client library which provides functionfs o
composing custom HTTP requests, sending and receidTTP requests and responses. The middleware
architecture expects the Web Services to return XbHponses, so that results can be extracted trengHP
build-in library. The middleware uses a local MySQ@étabase. User defined tasks, service actionanesers
and results are Java objects which map to databdaies using the PHP API.

Callicock EComponants

?"““ LIBRARY

Sache Manoger Apache Web Server

Fig 4: Native Smartphone I mplementation

The middleware still has a RESTful interface to fteblients, but the Google Application Engine fibatn
itself is a Web application server which can ordypéile server requests. The Apache HTTP clientrijbisanot
supported on the Google Application Engine, duéheorestrictions from the provider. Instead the diédiare
constructs and sends HTTP requests through the f#®ih service which implements the PHP RESTful
Framework interface.

To enhancethe interaction between mobile clients and Web Services

e Evaluate the cross-platform capability of the melgiients design.

¢ Implement the mobile client in different models.

e Consume RESTful WS through the middleware.

» Transfers SOAP WS to RESTful Services to be conslumyamobile clients.
¢ Reduce bandwidth consumption of mobile clients.

e Push updates to mobile clients in real-time.

Tousethe Cloud platform asaway to improve scalability and reliability of the middleware

e The middleware can be implemented on CloudSim apaiy@ Application Engine.
e Cloud platform improves the scalability and rellapiof the middleware.

VI. CASE SCENARIOS

The middleware is implemented as a standard PHP Aygltication. The middleware uses tRelP 5.4.13
standard, so it can be deployed in most Apacheesenntainers. The PHP RESTful Framework of Refk4s
interface implements the pseudo-Restful based welice on a RESTful PHP Framework / MySQL stack.).
The middleware also uses the MySQL database toatttevith the MySQL Community Server 5. In the
following experiments, the middleware is deployedhree platforms, Webserver with Apache Platforirtual
machine and Google Application Engine. Because i&pfibn Engine uses Google’s internal structurs, it
hardware specification is not known.

Because some experiments require simulating a lauggber of mobile clients and calculating the resego
times, a real mobile device is not capable of dainch task. A performance testing tool called Tssngsed as
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a load generator. The simulator for the cloud isu@Sim [13]. Tsung is responsible for generating sending
HTTP requests to the middleware in a specified. régeing calculates the mean of response times eM@ry
seconds based on its log file. The load generatws on the standard server for the Sadelok NewsIPor

The mobile client is implemented on Android.. Thedfoid device used is using Android Version 4.1eTh
build-in Apache HTTP client is used to send HTTRuest. Both of them are connected to the Intehreugh
wireless 802.11g. The client uses the 10 librafiesy PHP and in build Browser Support.

A. Consuming Sadel ok Web Services through the Middleware

This experiment compares the overhead associattd different WS interactions. Sadelok News Portal
provides both SOAP and RESTful WS interfaces fairtitNews service. Their RESTful WS return result in
either XML or RISON format. The tested WS is “idhich returns an article under that id. The maxinlisin
size is 100 and the keyword used is “Android”. Tinedleware is run on the standard server.

The Sadelok_id":"51 segment of J SON and XML rewste taken for the tests for the Web Services.

The size of the J S O N result is about 121 KB #medsize of the X M L result is about 170 KB. Tload
generator sends HTTP request at the rate of 1 seqoer 10 second (exponential distribution, mean
0.1request/s), so the middleware does not overload.

B. Enhancing Interaction between the Client and Middleware over Cloud

e Consume Sadel ok RESTful Web Services directly with RJSON resuilt.

e Consume Sadelok RESTful Web Services directly with XML result.

e Consume Sadelok RESTful Web Services through the middlieware with RISON result. The middleware
forwards the complete result. (no parsing involved)

»  Consume Sadelok RESTful Web Services through the middleware with XML result.

e Consume Sadelok RESTful Web Services through the middleware with RISON result. The middieware
returnsthe optimized result in RJSON format.

o e
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Generatar Sloud
XML
2. b E—
RESTHul
Load
Generatar Gnd
2 @ Jsson [ L 1soN Sadeiok
4 ‘ . H -
A Service
RESTHI & ‘} RESTu
Load Middlewaors
Genesator Claud
5 XML 'Sadelok
: 4—!— - 4_,. %
| ‘.’ Service
| RESTul | ESTIul
Load Middleware
Generator Claud

Fig 5: Assessing Sadelok Application through smartphone
e Consume Sadelok RESTful Web Services through the middleware with XML result. The middieware
returns the optimized result in RISON format.
¢ Consume the sadelok portal through the SOAP WSthrough the defined could middleware.

Direct accessing versus Accessing through middleware: Comparing the experiments in Figure 5 and

Figure 6 in experiments 2,1, 4 and 5, whether théef®k services id return RISON or XML, the middiesv
the overhead is mainly caused by network latentwéxen the client and middleware.
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Java Script Object Notation vs. Extensible Markup Language

Compare the RISON experiment in Fig 5 and XML eixpents in Figure 6 interactions utilized by RISON
have less response time than XML. It is becauseXtle messages are very large which causes trangmiss
delay of packets therefore slowing down the system.
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JSON B JSON
5. 4—)] Y g
RESTful
Load Middigwars
Generatar Claud
Optimized _
."—’Im %
ESThul RESTHul
Load Middlgwors
Generatar Cloud
Optimizad -
JsoN | XML s
r Sadelok
{—h =  — i
@ \‘f Service &
= SOAP \
Load Middlgwars
Generatar Claud

Fig 6: Assessing Sadelok Application through smartphone

Optimized ver sus Non-optimized Protocols:

Compare the results of experiments in Figure 5eix@eriments no 2 & 3, result optimization with RN
reduces the response time a little. It certairdgsaa little overhead on the response time. Bec#use
middleware does not do any processing of the serngsults,

Comparing the experimental results of 4 and 5 tespiimization with XML adds a little overhead .The
middleware adds overhead with parsing and extrgatata from the original result.

Table1. Comparison of SOAP, XML and Recursive Java Script Object Notation Response Time

S.No Protocol Used L owest (ms) Avg Highest (ms)
(ms)
1 RJSON direct 0.051 0.093 0.177
RJSON
Middleware with
0.048 0.109 .238
RJSON.
3. RJSON
middleware 0.056 0.11 0.277
optimized.
4, XML direct 0.055 0.111 0.317
5. XML
middleware 0.058 0.128 0.388
6. XML
middleware 0.06 0.187 0.469
optimized
7 SOAP 0.117 0.299 0.534
middleware

RESTful versus SOAP Protocols:
As the experiment 7 indicated, Simple Object Acdesstocol has higher response times than the feabto
experiment with RISON. SOAP is verbose protocoktimeans more data needs to be transferred.

© 2013, IJICSMC All Rights Reserved 183



Mandeep Singlet al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 4, April- 2013, pg. 17851

S0

80 ——S0AP Concurrent Reguests
7O 1
50 -
50 o
40
30
20

JS50N Concurrent Re que sts

10

—— Time in miliseconds{ms} —h

10 20 30 «0 50 (1=) 70 EBO 90

Mumber of Concurrant Requests -

Fig 7: Concurrent requests for RISON and SOAP

Multiple concurrent Requests comparison for RISON and SOAP

As shown in Figure:7 multiple request from an dptaone were thrown at the middleware and major
parameters that were taken in consideration wenaange consumption ratio, Response time ratio, Messag
Length ratio. Processing SOAP requires comparativeavy-weight.
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Fig 8: If necessary, the images can be extended both columns

Messages and parsers and they have more respoeséMie can see that the communication delay isttire
proportional to the size of transferred messagé;twis certainly larger for SOAP than RISON.

Parsing Time and Bandwidth Comparison of SOAP and RIJSON:

JavaScript Object Notation and Extensible Markupdieage are two widely used formats for transfertireg
Internet web services messages. Major providerdoofd give a preference of using either one of thehave
used the Java Document object model parser fdEstensible markup language and RIJSON parser foORJS
and | have accessed sadelok.com which have ret@®eedquests in both XML and RJSON. We can see from
the Table 2 that the message which uses XML ielaagd slower as compared to one which used thORJS

Format Mess Average
age size | parsing time
(KB) (ms)
Android XML 56.2 386.4
Android RJSON 34.1 48.08

Table 2 Parsing timesfor the XML and RISON message over 25 independent requestsfrom Android

First, comparing the size, the size of XML chunketa is 56.2 KB and 34.1 KB for RJISON. To represbhat
same information, the XML format requires more baidth. Second, considering the parsing time, parsin
XML message is more resource consuming than paR¥0ON message on both Android and Blackberry. The
slowness is not only due to the size, but alsoctiraplexity of parsing. Finally, RISON format alsashvery
stable parsing time. However, it is very diffictdtrepresent complex data structure in RJISON format
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VII. CONCLUSION

As service consumers, smartphones basically haigieproperties like they are small and portableeyr
are personal devices with various sensors. Howdkhese smart phones have limitations, for examgisll
bandwidth, loss connectivity and less process po®erthe hand, the existing services are normadbighed
for stationary clients. For example, SOAP is aqrot which involves a lot of XML parsing. To overoe the
limitations, this paper presents the Middlewaretf@ mobile based architecture for connecting neobdévice
to the existing Cloud Services.

The proposed mobile client design is mobile platfondependent. The mobile client provides an iaieef
for users to define services and consume them ghrthe middleware. It interacts with the middlewdmeugh
RESTful WS interface. The mobile client has beepleamented on Android platform. The smartphone based
design involves native as well as browser basedicapipns. For better compatibility, the interfacan be
implemented on embedded browser with HTML, CSS aavehScript, while the actual client component is
implemented in platform dependent language, theeseside scripts can run on the application server.

The middleware provides a medium for the smartphdneaccess the Cloud Services. To support existing
SOAP web services, the middleware does the protomosformation from the SOAP to RESTful Web segsic
and XML message to RJSON format. The middleware plovides result optimizations which extract the
required data from the original service results.
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