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Abstract— As the volume of information on the intget is increasing day by day so there is a challerfgr
website owner to provide proper and relevant infation to the internet. So it is the duty of the sare
provider to provide the relevant and good informati to the internet user when they submit query tet
search engine. To support the user to move in teeult list various ranking methods are used. In shypaper,
we choose Page Ranking Method called Weighted PRgak Algorithm which is based on the popularity of
the page by taking the importance of both the irkmand outlinks of the pages. After that we use éimank
algorithm for improving the weighted page rank s&by using the visit time of the web page. So toacept
is very useful to display most valuable pages oa tbp of the result list.
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. INTRODUCTION

The World Wide Web is a rich source of informatiand continues to expand in size and complexity.
Retrieving of the required web page on the weliciefitly and effectively, is becoming a challengéhenever
a user wants to search the relevant pages, hersfezpthose relevant pages to be at hand. Theamdunt of
information becomes very difficult for the userdfittd, extract, filter or evaluate the relevantarrhation. This
issue raises the necessity of some technique dmasave these challenges. Web mining can be easiiguted
with the help of other areas like Database (DBfprimation retrieval (IR), Natural Language ProcegqiNLP),
and Machine Learning etc. The following challenfigsn Web Mining are:

1) Web is huge.

2) Web pages are semi structured.

3) Web information stands to be diversity in megnin

4) Degree of quality of the information extracted.

5) Conclusion of knowledge from information extett

Il. WEB MINING

Web mining is the Data Mining technique that autticadly discovers or extracts the information freveb
documents. It is the extraction of interesting gudentially useful patterns and implicit informatidrom
artifacts or activity related to the World Wide Web

© 2013, IJICSMC All Rights Reserved 111



Amar Singhet al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 4, April- 2013, pg. 11151

A. Web Mining Process
The complete process of extracting knowledge froebWata

Raw Data

KNOWLEDGE

Fig. 1: Web Mining Process [3]

The various steps are explained as follows.

1. Resource finding: It is the task of retrievimgeinded web documents.

2. Information selection and pre-processing: Autticadly selecting and pre- processing specific from
information retrieved Web resources.

3. Generalization: Automatically discovers gengatterns at individual Web site as well as multgites.

4. Analysis: Validation and interpretation of théed patterns.

Il. WEB MINING CATEGORIES

Web mining research overlaps substantially witteptireas, including data mining, text mining, infietion
retrieval, and Web retrieval. The classificationbased on two aspects: the purpose and the dataesou
Retrieval research focuses on retrieving relevexisting data or documents from a large databasarment
repository, while mining research focuses on disciog new information or knowledge in the data. e
basis of this, Web mining can be classified intdbvetructure mining, web content mining, and webgaesa
mining as shown in Fig. 2.

WEB MINING
WEB CONTENT WER WEB USUAGE
MINING STRUCTURE MINING
MINING
TEXT AND HYPER LINK WEB LOG
MULTIMEDIA STRUCTURE RECORDS

DOCUMENTS

Figure 2: Classification of Web Mining [3]

IV. CLUSTERING

Data clustering is a method in which we make clusfeobjects that are somehow similar in charasties.
The criterion for checking the similarity is implemtation dependent. Precisely, Data Clusteringtechnique
in which, the information that is logically similéa physically stored together. In order to incestiee efficiency
in the database systems the number of disk accessesbe minimized. In clustering the objects ohitar
properties are placed in one class of objects asidghe access to the disk makes the entire claskahble.
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Example to Elaborate the Idea of Clustering

In order to elaborate the concept a little bit,usttake the example of the library system. Irbeaty books
concerning to a large variety of topics are avaddalhhey are always kept in form of clusters. Theks that
have some kind of similarities among them are mlaoeone cluster. For example, books on the databes
kept in one shelf and books on operating systemgept in another cupboard, and so on. To furtkeéuce the
complexity, the books that cover same kind of tepice placed in same shelf. And then the shelfthad
cupboards are labeled with the relative name. Nowma user wants a book of specific kind on spetifpic,
he or she would only have to go to that particatelf and check for the book rather than checkintpé entire
library.

V. K-MEANS[4]

K-means clustering is a data mining/machine legrrityorithm used to cluster observations into gsoap
related observations without any prior knowledgehafse relationships. The k-means algorithm is ahthe
simplest clustering techniques and it is commosigdiin medical imaging, biometrics and relatedifiel

Thek-means Algorithm
The k-means algorithm is an evolutionary algorittirat gains its name from its method of operatioime T
algorithm clusters observations into k groups, whieiis provided as an input parameter. It thengasseach
observation to clusters based upon the observatjmuximity to the mean of the cluster. The clustarean is
then recomputed and the process begins again.dHeoel the algorithm works:
1. The algorithm arbitrarily selects k points as thidial cluster centers (“means”).
2. Each point in the dataset is assigned to the clokester, based upon the Euclidean distance between
each point and each cluster center.
3. Each cluster center is recomputed as the averathe @oints in that cluster.
4. Steps 2 and 3 repeat until the clusters convergavé&rgence may be defined differently depending
upon the implementation, but it normally means #ititer no observations change clusters when steps
2 and 3 are repeated or that the changes do no¢ makaterial difference in the definition of the
clusters.

Choosing the number of clustering

One of the main disadvantages to k-means is thetatyou must specify the number of clustersragput
to the algorithm. As designed, the algorithm is capable of determining the appropriate nhumberlusters
and depends upon the user to identify this in acwaRor example, if you had a group of people Weae easily
clustered based upon gender, calling the k-meausigdm with k=3 would force the people into thidasters,
when k=2 would provide a more natural fit. Simijaiif a group of individuals were easily clustetzked upon
home state and you called the k-means algorithim keiR0, the results might be too generalized teftective.

VI. DIFFERENT RANKING METHODS

A. Page Ranking

In simple terms, page rank is a measure of howditigmt’ a web page is. It works on the basis thhénv
another website links to your web page, it's likeemommendation or vote for that web page. Eack lin
increases the web page’s page rank. The amoumiciedses depends on various factors, including how
important the voting page is and how relevant.it is

Page Rank is a numeric value that represents hgaeriiamt a page is on the web. Page Rank is the l&eog
method of measuring a page's "importance.” Whemwthkr factors such as Title tag and keywords akert
into account, search engine uses Page Rank totadgidts so that more "important" pages move uthen
results page of a user's search result displaycBdangine Figs that when a page links to anotlagepit is
effectively casting a vote for the other page.diculates a page's importance from the votes oast.fHow
important each vote is taken into account whenge'gaPage Rank is calculated. It matters becauseite of
the factors that determine a page’s ranking inséearch results. It isn't the only factor that Geagges to rank
pages, but it is an important one.

Theorder of ranking in Search Enginesworkslikethis:
* Find all pages matching the keywords of the search.
¢ Adjust the results by Page Rank scores.
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The algorithm of Page Rank as follows:

Page Rank takes the back links into account angggates the ranking through links [5]. A page hhigher
rank, if the sum of the ranks of its backlinks igth The original Page Rank algorithm is given a@fidwing
equation

PR(P)=(1-d)+d(PR(T1)/C(T1)+.....PR(Tn) / C(Tn))

Where,

PR (P) = Page Rank of page P

PR (Ti) = Page Rank of page Ti which link to page

C (Ti) = Number of outbound links on page T

D = Damping factor which can be set between 0 and 1

B. Weighted Page Rank [ 6]

Weighted Page Rank algorithm (WPR): This algoritknan extension of Page Rank algorithm. WPR takes
into account the importance of both the inlinks #re&loutlinks of the pages and distributes rankescbased on
the popularity of the pages. WPR performs bettantthe conventional Page Rank algorithm in terms of
returning larger numbers of relevant pages to amgiguery. According to author the more popular wages
are the more linkages that other WebPages tendcave ko them or are linked to by them. The proposed
extended Page Rank algorithm—a Weighted Page Rigukithm—assigns larger rank values to more impurta
(popular) pages instead of dividing the rank vaitia page evenly among its outlink pages. EacHikipage
gets a value proportional to its popularity (itswher of in links and out links). The popularityindhe number
of in links and out links is recorded as Win(v,adaNout (v,u), respectively. WPR supplies the niogtortant
web pages or information in front of users.

C. Time Rank Algorithm [ 7]

An algorithm named as Time Rank, for improving thek score by using the visit time of the web page
proposed by H Jiang et al. [8] Authors have meaktine visit time of the page after applying oridiaad
improved methods of web page rank algorithm to kredwout the degree of importance to the users. This
algorithm utilizes the time factor to increase #fteuracy of the web page ranking. Due to the metlogy used
in this algorithm, it can be assumed to be a coatlin of content and link structure. The resultsttas
algorithm are very satisfactory and in agreemett e applied theory for developing the algorithm.

VII. CONCLUSION

Web mining is the Data Mining technique that autticadly discovers or extracts the information freveb
documents. Page Rank and Weighted Page Rank Algariare used in Web Structure Mining to rank the
relevant pages. In this paper we focused that IyguBage Rank and Weighted Page Rank algorithms use
may not get the required relevant documents edsillyjn new algorithm we use two algorithms i.e.ig¥eed
Page Rank and Time Rank in which user can get medegant and important pages easily on the topfishe
results as it employs web structure mining. In firstly we run Weighted Page Rank algorithm on &ams
Cluster then after that we apply time Rank on it. dding this we get more relevant data which sefisthe
user query more accurately and give relevant detiaet user.
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