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Abstract— This paper presents a spectral clustering method called as correlation preserving indexing (CPI). 
This method is performed in the correlation similarity measure space. Correlation preserving indexing 
explicitly considers the manifold structure embedded in the similarities between the documents. The aim of 
CPI method is to find an optimal semantic subspace by maximizing the correlation between the documents in 
the local patches and simultaneously correlation in the patches outside are minimized. Correlation is a 
similarity measure can capture the intrinsic structure in high dimensional data.  In an effort to reduce the 
computational cost of CPI method, we propose to apply the bi-iterative least square method to reduce the 
dimensions. On comparison of the effectiveness of the CPI method with other clustering methods, using the 
Bi-iterative least square method there has been a considerable reduction in the time computation. 
 
Key Terms: - Document clustering; Correlation preserving indexing; Singular value decomposition; 
Dimensionality reduction; Correlation   measure; QR decomposition 
 

I. INTRODUCTION 
Document clustering is one of the most important tasks in machine learning and artificial intelligence. 

Document clustering is the act of collecting similar documents into clusters, where similarity is some function 
on a document. To handle the document clustering various distance measures have been proposed based on 
various distance measures [1], [2], [3]. A typical and widely used distance measure is Euclidean distance. In this, 
the ordinary distance between two points or objects or items is called Euclidean distance. The unsupervised 
learning can be transformed into semi-supervised learning using these two assumptions that are, if two 
documents are close to each other in the original document space they can be grouped into same cluster. The 
other assumption is, if two documents are far away from each other in the original document space then they can 
be grouped into different clusters. Based on these assumptions we can propose a new spectral clustering in the 
correlation similarity measure space through the nearest neighbors graph learning. 

Many clustering Methods have been proposed. The k-means method [4] is one of the methods that use the 
Euclidean distance between the data points and their corresponding centers. One of the key limitation is this 
method is that you must specify the number of clusters as input to the algorithm. In spectral clustering methods 
it lowers the dimensional subspace and lowers the computation cost. Latent semantic indexing (LSI) [5] is one 
of the effective spectral clustering methods, aimed at finding best subspace approximation to the original 
document space by minimizing the Euclidean distance. Euclidean distance is a dissimilarity measure which 
describes the dissimilarities rather than similarities between the documents. Locality preserving indexing (LPI) 
method is a different spectral clustering method based on graph partitioning theory. LPI is an optimal 
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unsupervised approximation to the Linear Discriminant Analysis algorithm which is supervised. LPI can have 
more discriminant power than LSI. Correlation as a similarity measure can capture the intrinsic structure 
embedded in high dimensional data, especially when input data is sparse [6], [7]. Correlation indicates the 
strength and direction of a linear relationship between two random variables. It reveals the nature of data 
represented by the classical geometric concept of an “angle”. 

Correlation as a similarity measure can be found in the canonical correlation analysis (CCA) method [8]. The 
CCA method is used to find projections for paired data sets such that the correlations between their low 
dimensional representatives in the projected spaces are maximized. Here the CCA method cannot be directly 
used for clustering [9]. Mathematically, the correlation between two vectors u and v is defined as [10]. 

 

Corr(u,v)=  
 

 

II.  RELATED WORK 
A. Document Preprocessing  

Document Preprocessing is the process to identification of unique words, removal of stop words and 
stemming. In document clustering with similarity measure is necessary to identification of unique words in the 
document. The removal of stop words is the most common term filtering technique used. There are standard 
stop word lists available but in most of the applications. These are modified depending on the quality of the 
dataset.  

Stemming is the process of reducing words to their base, stem or root form.  For example ‘receive’, 
‘receiving’, ‘received’ are all forms of the same word used in the different constraints but measuring similarity 
these should be considered as same. Term weighting is useful to provide an information retrieval and text 
categorization. Conceptually related documents are grouped in document clustering.  

 
B.  Document representation   

In this document clustering each document is represented as a term frequency vector. That can be computed 
as follows.  

1. After word stemming operation transform the documents to a list of terms. 
2. Remove the stop words. Stop words are the common   words, which contain no semantic content. 
3. Compute the term frequency vector using the TF / IDF weighting scheme. We now combine the 

definitions of term frequency and inverse document frequency to produce a composite weight for each 
term in each document. The TF / IDF weighting scheme assigns to term t and weight in document d 
given by                    

                          =  ×  
Using n documents we construct an m×n term document matrix X. This process can be done by using the text 

to matrix generator (TMG) [11]. Text to Term Matrix Generator  is used to perform the preprocessing and 
filtering steps that are typically performed in the context of  Information Retrieval applications. 

 
C.  Clustering algorithm 

Given a set of documents , . . . . ,  ϵ . Let X denotes the document matrix. The CPI based 
document clustering algorithm can be summarized   as follows. 

1. First construct the local neighbor patch, and compute the matrices and . 
2. Project the document vectors into the SVD subspace by throwing away the zero singular values. The 

singular value decomposition of   X can be written as X=U .  Here all zero singular values in ∑ have 
been removed. 

Accordingly, the vectors in U and V that correspond to the zero singular values have been removed, and the 

document vectors in the SVD subspace can be obtained by using = X. 
 

3. Compute CPI projection based on multipliers, ,…….,   obtained. One can compute the matrix 

M= + +……….     Let  be the solution of the generalized Eigen value problem  = 
λMW. 

And the low dimensional representation of the document can be computed as 

                Y= = .  

Where W= U is the transformation matrix. 
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4. Cluster the documents in the CPI semantic subspace. In this, the documents were projected on the unit 

hyper sphere, but the inner product is a natural measure of similarity. We seek a partitioning  of the 
document using the maximization of the objective function is [12].               

                                             Q ( ) = . 
        In this CPI clustering algorithm step 2 will dominate the computation in document clustering 

applications. To reduce the computation cost of step 2, we are used Bi-LS method based algorithms. 
 

D. Bi-SVD Method 
Singular Value Decomposition (SVD) plays an important role in signal processing because they can be used 

to split a signal into a set of desired and a set of unwanted components. Eigen based methods have been 
extensively researched in adaptive signal processing, and these methods were obtained in array processing, 
source localization, and high resolution frequency estimation. Eigen based methods were originally discussed in 
a block processing context. In this SVD method to reduce the computational burden, in this we can use only one 
iteration for each new data vector. The basic Bi-SVD subspace tracking algorithm has the computational 
complexity is O (NLr).   

Bi-iterative SVD method for SVD computation:  

  Initialization: =   
  For k=1, 2,…… until convergence Do 
   Step1:  

            A (K) = X (k-1) 

            A (K) = (k)            Skinny QR decomposition 
  Step2:     

           B (K) =  

           B (K) = (k)            Skinny QR decomposition 
 

III.   BI-LS METHOD 
The subspace of a vector sequence is well known for its importance in a wide range of signal processing 

applications, such as channel estimation, frequency estimation, target localization, multiuser detection, image 
feature extraction etc. let x(1),x(2),…….,x(L) be a sequence of  L vectors, each of which is N-dimensional. And 
the span of this vector sequence can be divided into a principal subspace and a minor subspace, and these two 
subspaces are orthogonal complement of each other. The minor subspace can be computed uniquely from the 
corresponding principal subspace and vice versa. The computation of the principal subspace can be done by 
computing the singular value decomposition (SVD) [13] of the matrix that consists of the L vectors as columns 
or rows. But computation cost is high. The Bi-LS method is easier to simplify than the Bi-SVD method. 

The Bi-LS method is different from the Bi-SVD method and the latter of which has served as the fundamental 
basis of several other subspace tracking algorithms [14]. The Bi-iterative Least-Square method provides a more 
convenient framework than the Bi-SVD method. In linear complexity subspace tracking most of the high 
accuracy linear complexity algorithms belongs to a family of power – based algorithms or simply called the 
power family [15]. A key feature of the power family is that the primary new information in the updated 
subspace comes from multiplying the old subspace matrix by the underlying new data. 

Optimal low rank matrix approximation using Bi-LS method: 

Initialization: =  
For k=1, 2, …… until convergence Do 
Step1: 

A (K) = X (k-1) 

A (K) = (k)                       QR decomposition 
Step2: 

B (K) =    

B (K) = (k)                        QR decomposition 
Subspace tracking using Bi-LS algorithm: 

Initialization: =  
For t=1, 2, ……, Do: 
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Step1: 

A (t) = X (t)  (t-1) 

A (t) = (t)  
Step2: 

B (t) =  

           B (t) = (t)  
Based on the Bi-LS method introduced different algorithms, and these algorithms having the different time 

complexities. In Bi-LS-1 algorithm principal computational complexity is 6Nr + 9Lr + 6  + O(r), for each 

iteration. In Bi-LS-4 algorithm principal computation complexity is 3Nr + 2.5  + O(r). 
 

A.  Clustering Performance  
The testing data used for evaluating the proposed document clustering method are formed by mixing 

documents from multiple clusters randomly selected from the document corpus. The result is evaluated by 
comparing the cluster label of each document with its label provided by the document corpus. The accuracy (AC) 

and the normalized mutual information () metrics are used to measure the document clustering performance. 

Given a document   , let  be the cluster label and  be the label provided by the document corpus. The 
accuracy (AC) is defined as follows.  

                                                           AC =  

Here n denotes the total number of documents in the test,  is the delta function, =1 if (x=y) and 

 =0 if (x y) and map() is the mapping function that maps each cluster label to the equivalent label 
from the document corpus. The best mapping can be achieved by using the Kuhn- munkres algorithm. The 

normalized mutual information ( ) is defined as 

                                                           MI(C, ) =        
 

B.  Generalization Capability 
The LSI, LPI, and CPI methods are trying to find a low-dimensional semantic subspace by preserving the 

relational structure among the documents, but where the mapping between the original document space and the 
low dimensional semantic subspace is explicit. We may use the part of documents to learn such mapping in 
practical applications, and then transform the documents into the low dimensional semantic subspace which can 
reduce the computing time. So it is very important for a clustering method to have the capability of predicting 
the new data by using knowledge formerly acquired from training data without learning once again. The 
performance on the new samples reflects the generalization capability of the methods. 

 
 
 

 
Fig.1. The accuracy with respect to the number of nearest neighbors on Reuter’s corpus. 
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Fig.2. The generalization capability of the LPI, LSI and CPI methods on the dataset Reuters corpus. 

 
In Fig.2 Clearly, the CPI method has smaller generalization error than the LSI and LPI methods, and the CPI 

method has better generalization capability.  CPI can find a low-dimensional semantic subspace in which the 
documents related to the same semantic are close to each other. So correlation is an appropriate metric for 
measuring similarity between the documents. 
 
 

IV.   CONCLUSION 
In this paper, based on correlation preserving indexing we present a document clustering method. Correlation 

preserving indexing (CPI) based clustering algorithm is used for the clustering process. It simultaneously 
maximizes the correlation between the documents in the local patches and minimizes the correlation between 
the documents outside these patches. And consequently, a low dimensional semantic subspace is derived where 
the documents corresponding to the same semantics are close to each other. The Bi-LS method is designed to 
construct the optimal low rank approximation of a matrix. In subspace tracking, more efficient algorithms 
derived from the Bi-LS method than from the Bi-SVD method, and both methods have the same accuracy of 
subspace tracking. Furthermore, the CPI method has good generalization capability and thus it can effectively 
deal with data with very large size. 
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