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Abstract— Medical image segmentation plays a vitale in one of the most challenging fields of
engineering. Imaging modality provides detailetfarmation about anatomy. It is also helpful in thitnding

of the disease and its progressive treatment. Masearch and work on it has enhanced more effeatiess

as far as the subject is concerned. Different maikoare used for medical image segmentation such as
Clustering methods, Thresholding method, Classifi@&egion Growing, Deformable Model, Markov Random
Model etc. The main purpose of this survey is toopide a comprehensive reference source for the
researchers involved in Fuzzy C Means based meditceglge processing. There are different types of FCM
algorithms for medical image. Their advantages adidadvantages are discussed.
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. INTRODUCTION

Segmentation is the process of separating a digitade into different regions which have similaoperties
such as gray level, colour, texture, brightness ®tcthat the image can be more understandabl&elptul to
analyzing. On the basis of pixel intensity we c#feckntiate the boundaries of different objectsg®entation
identifies separate object within an image and &t boundary between different regions. Segmeériatan
be classified into two types: local segmentatiod global segmentation. Local segmentation is smgitows
on a whole image and deal with segmenting sub imédebal segmentation deals with segmenting whole
image. Global segmentation mostly deals with ned@t large no of pixel. But local segmentation dedth
lower no of pixel as compare to global segmentatiorage segmentation is one of the classical proble
image processing and computer vision. Using of Ensegmentation we can able to understand the fuzrdam
of digital image processing. Image segmentationsexd to enhancement of image and also useful tereift
medical application. Image segmentation can alsdarsanalysis of the image and further pre-prdogssf the
image. After a segmentation process each phaseage treated differently. Now we are going throagout
medical images like Ultrasound Images (US) whicwidely used today.

Medical images play a vital role in assisting heatare providers to access patients for diagnasis a
treatment. Studying medical images depends mainlthe visual interpretation of the radiologists.véwer,
this consumes time and usually subjective, depgnainthe experience of the radiologist. Consequéehd use
of computer-aided systems becomes very necessagwveccome these limitations. Artificial Intelligemc
methods such as digital image processing when gwdbivith others like machine learning, fuzzy logitd
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pattern recognition are so valuable in Image teqeg. The computerization of medical image segrtienta
plays an important role in medical imaging applmas. It has found wide application in differeneéas such as
diagnosis, localization of pathology, study of amaical structure, treatment planning, and compintgrated
surgery. However, the variability and the complgxaf the anatomical structures in the human bodyeha
resulted in medical image segmentation remainihgrd problem.

Atherosclerosis is a specific form of arteriosctso(thickening & hardening of arterial walls) affiag
primarily the intima of large and medium-sized nulac arteries and is characterized by the presafice
fibrofatty plagues. The term atherosclerosis isveer from “athero” referring to the soft lipid-ricmaterial in
the centre of atheroma, and “sclerosis” referriogconnective tissue in the plaques. Atherosclerissisften
called as arteriosclerosis.

Arteriosclerosis can occur in several forms, inglgdatherosclerosis. Atherosclerosis is a headadis, and
is a type of arteriosclerosir hardeningof the arteries. Coronary artery mainly consistdhoée layers. The
inner layer is intima, middle layer is media and tuter one is adventitia. An artery is raagh of several layers:
an inner lining called the endothelium, an elast@mbrane that allows the artery to expand and aohirlayer
of smooth muscle, ardlayer of connective tissue. Arteriosclerosia isroad term that includeshardeningof
the inner and middle layers of the artery. dhdoe caused by normal aging, high blood pressoeatal stress,
lack of inactivity and by diseases such as diabetes
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Figure: Cross section of coronary artery

Atherosclerosis ia type of arteriosclerosis that affects only theeinlining of an artery. It is characterized by
plaque deposits that block the flow of blood. Pkgs made of fatty substances, cholesterol, wastdugts
from the cells, calcium, and fibrim stringy material that helps clot blood. The pladoemation process
stimulates the cells of the artery wall to prodscstances that accumulate in the inner layerb&idds up
within these cells and around them, and they foommective tissue and calcium. The inner layer efdhery
wall thickens, th artery’s diameter is reduced, and blood flow arggen delivery are decreased. Plaques c
rupture, causing the sudden formatioradfiood clot (thrombosis). Atherosclerosisicaue a heart attack if it
completely blocks the blood flow in the heart (cwpy) arteries. Itan cawe a stroke if it completely blocks the
brain (carotid) arteries. Atherosclerosimalso occur in the arteries of the neck, kidnelghs, and arms,
causing kidney failure or gangrene and amputation.

Different types of Fuzzy C Means Algorithms
1. Fuzzy C Means(FCM)
Improved Fuzzy C Means(IFCM)
Possibilistic C Means(PCM)
Fuzzy Possibilistic C Means(FPCM)
Modified Fuzzy Possibilistic C Means(MFPCM)
Possibilistic Fuzzy C Means(PFCM)
Bias Corrected Fuzzy C Means(BCFCM)

Nooprwh
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8. Kernel Based Fuzzy C Means(KFCM)
9. Gaussian Kernel Based Fuzzy C Means(GKFCM)
10. Robust Kernel Based Fuzzy C Means(RKFCM)

Il. Fuzzy C MEANSALGORITHM (FCM)

Fuzzy clustering is a powerful unsupervised metfovdhe analysis of data and construction of madels
many situations, fuzzy clustering is more natutant hard clustering. Objects on the boundaries dxmtw
several classes are not forced to fully belongrne of the classes, but rather are assigned menipeisgrees
between 0 and 1 indicating their partial member§hj2]. Fuzzy c-means algorithm is most widelydideuzzy
c-means clustering was first reported in the li@m@afor a special casex2) by Joe Dunn in 1974. The general
case (for anyn greater than 1) was developed by Jim Bezdek ifPhi3 thesis at Cornell University in 1973. It
can be improved by Bezdek in 1981. The FCM empfaygy partitioning such that a data point can bglom
all groups with different membership grades betw@eand 1.

1. Initialize ¥ = 1451 matrix, 7
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Here m is any real number greater thari‘t, is the degree of membership“tf in the clustef, *1 is theith
of d-dimensional measured dafa,is the d-dimension center of the cluster.

This algorithm works by assigning membership tchedata point corresponding to each cluster cemtehe
basis of distance between the cluster center andata point. More the data is near to the clustater more is
its membership towards the particular cluster aer@early, summation of membership of each datatpo
should be equal to one. After each iteration mestbprand cluster centers are updated accordindneo t
formula. The advantage of FCM is Unsupervised andverges and limitations is Long computationaletim
Sensitivity to the initial guess (speed, local mria) and Sensitivity to noise and One expects lmweyen no)
membership degree for outliers (noisy points).

Il. IMPROVED FUzzY C MEANSALGORITHM (IFCM)

The improved FCM algorithm is based on the concémtata compression where the dimensionality of the
input is highly reduced. The data compression mhedutwo steps: quantization and aggregation [3k Th
guantization of the feature space is performed bgkimg the lower 'm' bits of the feature value. Ghantized
output will result in the common intensity values fore than one feature vector. In the processggfegation,
feature vectors which share common intensity vakresgrouped together. A representative featuréovés
chosen from each group and they are given as fioptihe conventional FCM algorithm. Once the clusig is
complete, the representative feature vector merhigerglues are distributed identically to all memsbef the
guantization level. Since the modified FCM algamitluses a reduced dataset, the convergence raighiy h
improved when compared with the conventional FCM.

The improved FCM algorithm uses the same step®mfentional FCM except for the change in the cluste
updation and membership value updation criteridhg. modified criterions are showed below
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x = Reduced Dataset
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IV. PossiBILISTIC C-MEANS(PCM)
To overcome difficulties of the FCM, KrishnapuramdaKeller [4] proposed a new clustering model named
Possibilistic c- Means (PCM).
1: —determines distance at which the membership \a@flagpoint in a cluster becomes 0.5.
. 0

i = o m
IVl

®)
The advantage of PCM is clustering noisy data sesgind disadvantage is very sensitive to good
initialization.

V. Fuzzy PossiBILISTIC C MEANSALGORITHM (FPCM)

To overcome difficulties of the PCM, Pal defineslastering technique that integrates the featufdsoth
Fuzzy a Possibilistic c-means called Fuzzy Possitailc-Means (FPCM). Membership and Typicality'® a
very significant for the accurate characteristicdata substructure in clustering difficulty [5]. Aobjective
function in the FPCM depending on both membershig fypicality’s are represented as: Memberships and
topicalities is represented as:

lrec(U.T.V) = Ef:izr;{“: + tﬂ'}d:{xjﬂ"i} (6)

FPCM generates Memberships and possibilities asadnee time, together with the usual point protosype
cluster center for each cluster. The advantagheofPCM is, it ignores the noise sensitivity defiy of FCM
and overcomes the coincident clusters problem d¥1PThe disadvantage is the row sum constraints rbest
equal to one.

VI. MODIFIED FUzzY POSSIBILISTIC C MEANSALGORITHM (MFPCM)

The objective function in [6] is called the moddiéuzzy possibilistic c-means (MFPCM) function carepd
of two expressions: the first is the fuzzy functiand it uses a fuzziness weighting exponent, ticersk is
possibilistic function and it uses a typical weightexponent; but the two coefficients in the objexfunction
are only used as exhibitor of membership and tyitycf7]. The objective function of the modified Zmy
possibilistic c-means (MFPCM) can be formulatedciisws

Trpiow = Lfer 2fca i wd ™™ (xpve) + twild ™ (xjvy)) 7)

Where U = {ii} represents a fuzzy partition matrix and is dedirtsy:

o e g =1
Uy :( F.-,_(d::::.l'-'f‘ﬂ]‘m"-m 1))
Ly H= d‘::rj.lr‘i; (8)

T={ty} represents a typical partition matrix, and is wiedi by:

£.o= 3k (ﬂzix_.-u.-n]”"'i‘"lf'
L w=1 d:::l’l,'.l,‘;:

1

9)
V=1 represents ¢ centers of the clusters, and isetifiy:
v = Ef:-_l_i.{‘:_-":h-,-"’]’:'l‘:- _'_rI::l_.l_l.‘lll:)lur‘l
: - - wy TP o TF 'I’I' --1'|' i1
Efmalowi HE (10)
d4e e
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Where L=y SO ’ : .

The above equations indicate that member&ijis influenced by all C cluster centers, while ploiisy ‘i

is influenced just by the i-th cluster centerhe possibilistic term distributes tffi¢ with respect to every n
data points, but not by means of every C clustehnsis, membership can be described as relativeahjyicit
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determines the degree to which a data fit in testeluin accordance with other clusters and is beljpf
correctly labeling a data point. Possibility candigserved as absolute typicality, it determinesdeagree to
which a data point belongs to a cluster correathyd it can decrease the consequence of noisengdbaith
membership and possibility can yield to good clasteresult.

VILI. PossiBiLISTIC Fuzzy C MEANSALGORITHM (PFCM)

In FPCM, the constraint corresponding to the suralldfypicality values of all data to a cluster rhbe equal
to one cause problems particularly for a big deta ls order to avoid this problem pal[8] et al pose a new
algorithm called Possibilistic Fuzzy ¢ means aligyon (PFCM) The objective function is defined by

Topee W.T V.2 =B, B0 (aul | Bty »llz, w 171 B, 6, 80,01 0" (12)

The advantages of the PFCM is, it ignores the neésesitivity deficiency of FCM, overcomes the cadtent
clusters problem of PCM and eliminates the row somstraints of FPCM.

VIII. BIAS CORRECTED Fuzzy C MEANS (BCFCM)

We now modify the FCM to allow the labeling of agli to be influenced by the labels in its immediate
neighborhood [9]. We call this modification BCFCRBi&s-Corrected FCM).

- 2 I . ol
IEE‘- e {J'-'-' R-:] = EF=1 E_ii"!=1 ui::: "J.'_i' — @ " + ;Elr=1 Ej"=1 "-'Ii::: {EY.‘.FVJ'"x?’_ oy "‘] (13)

Wheré'; stands for the set of neighbors that exist in adew around‘i andVz is the number of
elements in!Vx. The effect of the neighbors term is controllecthy parametef.

IX. KERNEL BASED Fuzzy C MEANS (KFCM)
Chen and Zhang [10, 11] pointed out a shortcoming@ BCFCM and then replaced the Euclidean digtanc
"-“j —a with a Gaussian kernel-induced distante H{xj-ﬂ'i} =1l-ep(- "xj— all L)
They gave the kernel versiohSn. — = of ISz "

155 (e @) — TEL T, w1 — K(xpag)) +aZie, Tic, ul (1 — K (5 a0) (14)

X. GAUSSIAN KERNEL BASED FCM (GKFCM)

The parametes in BCFCM and KFCM_ Sheavily affects the final clustering results. Fstimating the
parameters and learning the parameier, Yang[12] and Tsai [13] proposed a generalizex tgf BCFCM and

KFCM_ S where the parameter can be automatically estimated and learned fraendtita, called GKFCM.
The modified objective functioffm " with

IS = Bl Lic i (U — K (xpa)) + D, By manf (1 — K ) (15)

Where K(x, y) = expi— "-r_;' - "‘.-'rﬂ:] and g’ = E_ii"!-i."-r_;' - -f"‘.-'rﬂ_
The parametefl: is estimated as follows:

Mmifggi( 1-K (@27

M= maxy, (1-R(ap ) (16)

XI. RoBusT KERNEL BASED Fuzzy C MEANS (RKFCM)

Zhang and Chen considered a kernel version of F@N¥eplacing the Euclidean distanm‘éj —a| with the
kernel substitution as

l6(x;) - 0G)ll” = K(x;.x;) + Klasa) - 2K (xj.09) 17

Where? is a nonlinear map from the data space into thtife space with its corresponding kernel K,
KECe,y) =0(x) 203 is an inner product kernel function.
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They specially assumedt ¢*.x) = 1 and then proposed the kernel-type objectivetion /5% - and
n C

s Ga) = 3 > (uy) ™ o) — 0@’

j=1i=1
= I8, i) (K xxy) + Kaz o) — 2K (xj0))
=220, Ba(s) (1 - K(xpa)) (18)

If we take Gaussian kernel with(¥-3:} = E"F":_"xj —al /%) thenk (. x) = 1 the update equation
for the necessary conditions of minimizin{}i {u.a) are as follows:

g = L ul K (v a)x/ L wlil (xpe) i =126/ = 1.n (19)

-1 -1
pij = (1= K ajou)r/ Smg(1 = Kot 18 = L) — Lo (20)

To speed the GKFCM, we adopt the suppression ididgap et al. [14] and Hung et al. [15] to KFCM
algorithm.
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