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Abstract— The k-means clustering algorithm is mogbpularly used in data mining for real world
applications. The efficiency and performance of tlkemeans algorithm is greatly affected by initialuster
centers as different initial cluster centers ofteead to different clustering. In this paper, we pose a
modified k-means algorithm which has additional gt for selecting better cluster centers. We compMia
and Max distance for every cluster and find highmigty objects for selection of better k.
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. INTRODUCTION

The k-means algorithm is a well-known partition dxhsclustering algorithm. It is used in real world
applications such as marketing research, imageepsatg, data mining etc. to cluster very large data due to
its efficiency and ability to handle numeric andeggorical variables that are ubiquitous in reabtates. For
the traditional K-means algorithm, initial clustegnters play a key role in the performance. Differaitial
cluster centers often lead to different clusteriagd thus provide unstable clustering results. Bdwaproved
methods are proposed to avoid such sensitivity.

One of the most popular heuristic algorithms fan&ans is Lloyd’s algorithm [1], which initially cbses k
centers randomly. For each input point, the nearester is identified and points that choose theesaenter
belong to the same cluster. Now new centers areulea¢d for the clusters. Each input point ideesfits
nearest center and so on. This process is repaeatidto changes occur. The process of identifymg nearest
center for each input point and recomputing ceritersferred to as iteration. The number of itenadi taken by
Lloyd’s algorithm is unknown. This algorithm mayro@rge to a local minimum with an arbitrarily bad
distortion with respect to optimal solution. Thtise K-means algorithm suffers from the well-knowelgem
of locally optimal solutions. Furthermore, the fipartition is dependent upon the initial configiiva, making
the choice of starting partitions all the more imtpot. For better selection of k initial points,ndéy based
approaches proposed in literature [6][8][9]. Théper presents an overview on several approacheseding k
points as initial centers and provides an impravedhod for the k-means problem.

II. K-MEANSALGORITHM

The traditional K-means algorithm is based on dgmusition, most widely used in data mining field.eTh
concept is use K as a parameter, Divide n objeatKiclusters, to create relatively high similaritythe cluster,
relatively low similarity between clusters. And nmitize the total distance between the values in ehgter to
the cluster center. The cluster center of eachelis the mean value of the cluster. The calautatif similarity
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is done by mean value of the cluster objects. Tisk&nce between the objects is calculated by uSingidean
distance. The closer the distance, bigger the aiitylof two objects, and vice versa.

Algorithm: k-meansThe k-means algorithm for partitioning, wherelealuster’s center is represented by the
mean value of the objects in the cluster. [11]

Input: k: the number of clusters,

D: a data set containing n objects.

Output: A set of k clusters.

Method:

(1) arbitrarily choose k objects from D as theiatitluster centers;

(2) repeat

) (re)assign each object to the cluster to

which the object is the most simila
based on the mean value of the abjact
the cluster;

4) update the cluster means, i.e., caleulze

mean value of the objects for eacistelr;

(5) until no change.

K-means usually chooses sum squared error critdtiontion based on Euclid distance as its clusgerin
criterion function. If the difference among all stars is obvious, that is, the similarity among thesters is
very obscure, and then the sum squared error ioritéunction is relatively effective. On the comyait will
lead to the problem that the large cluster shoelfubther divided.

Ill. PERFORMANCE ANALYSIS

A. Advantages:
A K-means is a classical algorithm to resolve clilsteproblems simplify and quickly and it is easy to
implement and understand.
A Better efficiency in clustering high dimensionatala
A Complexity of k-mean algorithm ©®(ntk wheren is number of objects,is number of iteration ankl
is number of cluster.

B. Disadvantages:
K-means only can be used under the situation lieaaverage value has been defined. This may no$cuie
applications, such as mobile objects clusterintg dancerned about classified attributes.
A In k-mean algorithm user need to specify the nunabefuster that is k.
A It's sensitive to the initial centroids and charnigédnitial centroids can lead to different clustayi
results with different initial value.
A k-means is not fit to non-convex cluster, or biffedence on size. Besides, it's sensitive to ndista
and isolated points data, a little data like tlia enake huge effects on average values. In the widne
we can say k-mean algorithm is unable to handlsyntéta and outliers.

IV. SELECTING CLUSTER CENTERS

This paper mainly focuses on two important isseggrding initial cluster centers for k-means altdponi
A Specify the number of clusters that is the numeaioe k=2,3,4 etc.
A Explicitly choose k objects from data as initiaistier centers.

Both issues are challenging and sensitive in K-raealgorithm as they directly affect the algorithm
performance and accuracy. Traditionally for k-mealgerithm, the number of clusters k is usuallyestdd by a
lot of experiments and the initial clustering cestare usually selected randomly. This selectiop iw&ensitive
to noise points and isolated points, a little dkiathis can make huge effects on average values.

Specifying the right number k of clusters for k-mealustering algorithm is often not obvious andaging
k automatically is a hard algorithmic problem [li¥fesented an improved algorithm for learning k ehil
clustering. The proposed G-means algorithm [10katgdly makes decisions based on a statisticafaete
data assigned to each center. If the data currassiigned to a k-means center appears to be Gaubsia it
represents that data with only one center. How#whe same data do not appear to be Gaussian ukiplm
centers to model the data properly. This propaesethod can be used for finding right number of teltssand
the location of genuine cluster centers for moddyatigh dimensions.

Recently, there are several approaches proposedefecting initial cluster centers which are based
traditional clustering methods like density basehdom partitioning, graph based etc. Some of wdiffe
methods are also introduced for better k centexcteh
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A. Density based Method

Density based method is the most commonly usedaimynmitial cluster center defining algorithm whehe
high density object within the region is consideaadnitial cluster center. Xuhui CHEN, Yong XU] [8se the
traditional data space density approach which ifleatthe high-density of objects within the regoas the
initial cluster center that greatly improve thei@éncy of clustering algorithm. Now the fundamerigesk is to
accurately define high density region. Density paeterst presents the unmarked statistics of spatial data-
object xas center and as the radius which contained the number of dagaetdbcomputed for building high-
density areas set D. For K initial cluster cenfingtly select the greatest density data- objecirfrthe set D,
adding to the set of cluster center; secondly, esgigely find out k-1 data-objects, ensuring thigdat distance
between the k initial cluster centers. The abovedig based method for initial cluster center efiaies the
randomness of traditional k-means algorithm leaddustering result instability.

Another density based method is proposed by BadglirHaiquan Qiao, Fan Yang [9] for the initial cent
point algorithm where Gaussian function is usetheet the global consistency of feature clusteritig basic
idea of the algorithm is that we can select thetg®t density point as the initial center poinstfir from the
sample transaction database, and then determingetiund initial center using the same method frataskt
that delete the first point and its neighborhodi process continues until the initial set M camgek points.
The proposed method for initial cluster center givaiperior result over traditional K-means when the
neighborhood radius, adjacent coefficient coefRe #xperience-values are correctly defined for dgnsi
calculation.

In the improved algorithm introduced by [6], thencept of distance along with the density-basedtetirg
is used to select the initial cluster centroidss Helection is more in line with the actual distition of data sets.
For the K-means algorithm, it's more representatovehoosek predetermined centroid which is farthest from
each other than the random centroids. But in takwerld, dataset often exist outliers, what's #herse; it may
lead to clusters of poor quality. Generally, théadat where the high density object area dividedhieylow
density object area, so the data object in thedewsity area must be considered. In order to editimig this
phenomenon, this algorithm uses the mutual fartti@ist object which lies in the high density are¢hasinitial
centroids.

In order to calculating the density area to whioh bbject belongs. At first, the improved algoritdefines
the traditional density parameter. the neighborhood within a radius of a given objeck; is called the -
neighborhood of the objects. If the (1-neighborhood of the objest contains at least a minimum number,
Minpts, of objects, then the objext is the core object, and it means the objétdcated in the high density area,
nonetheless, in the low density area called ostliét the same time, improved algorithm deletesatiiers
from the dataset, and can get a datBskicated in the high density area. Mainly, algoriteetects two objects
with farthest distance and eliminates recursividlyite number of object isenterreaches threshoki

B. Random partition based Method

Bradley and Fayyad [5] present a technique basegastitioning approach for initializing the k-means
algorithm. They begin by randomly breaking the dat®a 10, or so, subsets. They then perform a kasea
clustering on each of the 10 subsets, all stadinpe same set of initial seeds, which are chasérg Forgy’'s
method. The result of the 10 runs is 10k centrentgoiThese 10 k points are then used as inputsnoédns
algorithm and the algorithm run 10 times, eachhaf 10 runs initialized using the k-final centerdtions
(known as centroid) from one of the 10 subset riie resulting k-center locations are used todlie the
kmeans algorithm for the entire datasets.

Generally, we cannot avoid the possibility of psifrom the tails appearing in the subsample. Thesethe
estimate is unstable due to elements of the taiearing in the sample. In order to overcome thablem
Xiaoping Qing, Shijue Zheng [8] draw multiple subrgaes(sayh), and all subsamples are clustered, so as to
produceh estimates of the true cluster centers. Initiallg groposed algorithm choosksmall random sub-
samples of the datajs1,...,h. If there are empty clusters finally, we will resign initial centers and re-cluster
the sub-sample. The set$=1,...,h, are these clustering solutions over the sub-sampkesh come from the
data seDM. DM is then clustered via KMeans initialized withM i. which produce a solutioRMi. Then we
choose thePMi as initial point having minimal distortion overettsetDM. Proposed method can avoid the
empty clusters problem that plagues traditional Kas which is likely to lead to a “bad” solution.

C. Graph based approaches

A. M. Fahim, A. M. Salem, F. A. Torkey, G. Saakad M. A. Ramadan [2] presents a novel approach for
initial cluster center selection based on BIRCHoathm. The main idea of this algorithm is to coegs the
dataset into finite number of representative. Eagitesentative is the mean value of some datag@nmn a
small cluster. The algorithm compress the dateokeize N into smaller data set of size k*m; whris the
required number of partition for each block, mhie humber of blocks. This process has been dotiee dirst

© 2013, IJICSMC All Rights Reserved 221



Kalpana D. Jostgt al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 7, July- 2013, pg. 218-22

phase. In the second phase, apply the k-meansorothpressed dataset to get the k representatints bat
will be the initial starting points for the k-meaas the full dataset. The idea of compression ¢éskt comes
from the BIRCH algorithm.

Lan Huang, Shixian Du, Yu Zhang, Yaolong Ju, Zhuo[1] Proposed an approach based on kruskal’s
algorithm used to build Minimum spanning tree (MSthen obtains the initial clustering centers vitie help
of the nodes of this MST. For any given data set(%;, %, . . . , X) and k. The goal is to divide the data objects
of X to k clusters. In this approach, Euclideartatise among the data objects as the edge weightsdie any
two objects. Therefore an undirected weighted cotmukgraph G(X) is generated, which representsidiie set
X. By using the famous Kruskal algorithm, the Minim Spanning Tree of the undirected weighted gragwh c
be generated. According to the weights value ranfiiom large to small, k=1 edges of the Minimum $gag
Tree should be deleted. Then k connected subgiaehsbtained, and the averages of each connedbgdagin
define the initial clustering center. After thdtetoriginal kmeans algorithm to cluster the dataXsean be used
to get the final clustering results, which inclutle ultimate iterating times of algorithm, k clustg centers,
and the objective function value.

Shou Qiang Wang and Data Ming Zhu [4] present gorg¢ghm with expected approximate factor at most 2

and restrict the center point to be in the origiset of points. The expected 2-approximation atgoritakes
Point set Ry as input parameters and then perform samplinopgusach k-subset of sample points as centers,
calculate the cost of clustering with respect tahe original input points and retrieve the k-stithat results in
the minimum cost. The above algorithm obtains greeted approximate ratio at most 2 to the optirohlt®n
with probability at least 1/2. However, the ressltalculated by means of enumerating all k-subsamples.
It is obvious that the algorithm will take much &nand be unpractical if the k is enough large. gaod
approximation, the initial k centers for k-means te selected from S instead of P with a set falidwy the
standard k-means algorithm (Lloyd’s algorithm). éxpected 2-aprroximation can be got, if we usectmers
belonging to different optimal sub cluster.

V. PROPOSED WORK

Limitations of k-means algorithm may overcome bgparly selecting initial k. Firstly user has to sibg
numeric value of k=2,3,4 etc.. and then randomlgctek objects from data as initial centers. Nowaa@ take
k=2 as default value and randomly select two objémtm data as first initial centers. Depending daia
distribution we can increment value of k by spli¢tipreviously selected centers and for splittingapply some
conditions.

Let X={X1,X,,...,X} be a data objects with k cluster cent€s{C,,C,,...,G}. NPT and MPT are two sets
having densely connected objects.

Modified k-means

Step 1. Seledt=2 initial cluster center€; randomly from daté; .
Repeat following steps for every clustenter.

Step 2. Find Euclidean distance of each data abjgeétom cluster centers and assign objects to clusitbr
minimum distance.

Step 3. FindMin_distandMax_distdistance along with corresponding nearest objét objand farthest
objectmax_obj

Step 4. Calculate two sets of obje®N®T and MPT contain densely connected objectsman_obj and

max_obj

within distanceavg_dist= (Min_dist+Max_dist)/3

Step 5. Selecting K

)NPT, N MPT=®

i) NPTiNNPT=0 and MPT; "\MPT,=0

If (i) valid then split Cand if both (i) and (ii) valid split both centendiassign new center asn_obj
and

max_obpf corresponding cluster.

If either condition is valid then goto st2p

Step 6. Find mean for every cluster.
Step 7. If no change in cluster centers then exit.

The above Modified k-means algorithm has additieteps in traditional k-means algorithm for better
cluster center selection. We use Euclidean distdnceassigning object to proper cluster by usingsth
calculated distances and we find neameist_objand farthesinax_objobjects from cluster center and record its
minimum Min_distand maximumMax_distdistance values. For selecting better clusterezente use two sets
of densely connected objects. TRET set contain objects within avg_dist from min_obfd8MPT set contain
objects withinavg_distdistnace frommax_obj
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For splitting previous cluster centers we use tmaditions given in step 5.If cluster center sgtisbth
conditions means both cluster centers has highitgem@_objandmax_objand hence we split both centers and
assignmin_objandmax_objas new centers. If cluster center satisfy eitloadition then split that cluster center
only into two cluster centers.

The proposed method can give effective resultskfaneans algorithm when data is distributed in well
separated cluster format as it can decide vallepobperly.

VI. CONCLUSIONS

The performance of k-means algorithm greatly depewrd initial cluster centers. Selection of appraigri
value of k and cluster center objects is a challengsue. The proposed method can choose betier vk by
splitting and select high dense object as clustetars. So they can provide efficient clusteringutts for k-
means algorithm.
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