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Abstract: MapReduce framework has become the de facto standard for large scale data-intensive applications. It shows the experiment results on a cluster of computers. It also discusses which the right tool for the jobs is by analyzing the characteristics and performance of the paradigms. MapReduce – is a software framework that allows developers to write programs that process massive amounts of unstructured data in parallel across a distributed cluster of processors or stand-alone computers. MapReduce analysis process management system newly proposed in this paper is so designed as to perform MapReduce job in a processes management application to utilize a BPM (BigData Process Management) engine. We evaluate with different data set(BigData) understand that FCFS is the most suitable algorithm for analysis of data being efficient execution of data set and store the data after analysis.

INTRODUCTION

MapReduce is a programming model and an associated implementation for processing and generating large datasets that is amenable to a broad variety of real world tasks. It is designed to make it possible to process an intelligent data analysis by controlling the conditions between diversified MapReduce jobs. We often happen to meet problems requiring heavy computations or data-intensive processing. Hence, on one hand, we try to develop efficient algorithms for the problems. On the other hand, with the advances of hardware and parallel and distributed computing technology, we are interested in exploiting high performance computing resources to handle them. Efficient data refinement and transmission are also possible by utilizing Process Management in order to perform any MapReduce job scheduled. Qualitative pros and cons of each framework are known, but
quantitative performances indexes help get a good picture of which framework to use for the applications.

A variety of software framework has been developed to take advantage of hardware capability and to effectively develop parallel and distributed applications. With the plentiful frameworks of parallel and distributed computing, it would be of great help to have performance comparison studies for the frameworks we may consider.

This paper is concerned with performance studies of various process frameworks like FCFS, SJF, Round Robin and Priority Scheduling algorithms. The comparative studies have been conducted for mane set of processes the all-pairs-shortest-path problem and a join problem for large data sets. MapReduce is recognized as the standard framework intended for big data processing. For each problem, the parallel programs have been developed in terms of the three models, and their performance has been observed.

The remainder of the paper is organized as follows:

**Section 1:** by taking the inputs as processes in the queue form.

**Section 2:** briefly reviews all the papers and applies the Map-function to the queue of processes. **Section 3:** Then the mapped processes are together formed as sub-processes presents the selected programming frameworks in more detail.

**Section 4:** Those combined sub-processes are applied by Reduce- function so that it would be reduced by similarities of processes.

**Section 5:** Finally the FCFS algorithm is applied to newly formed queue.
RELATED WORK

MapReduce is a programming paradigm to use Hadoop which is recognized as a representative big data processing framework [11]. Hadoop clusters consist of up to thousands of commodity computers and provide a distributed file system called HDFS which can accommodate big volume of data in a fault-tolerant way. The clusters become the computing resource to facilitate big data processing.

MapReduce organizes an application into a pair (or a sequence of pairs) of Map and Reduce functions. It assumes that input for the functions comes from HDFS file(s) and output is saved into HDFS files. Data files consist of records, each of which can be treated as a key-value pair. Input data is partitioned and processed by Map processes, and their processing results are shaped into key-value pairs and shuffled into Reduce tasks according to key. Map processes are independent of each other and thus they can be executed in parallel without collaboration among them. Reduce processes play role of aggregating the values with the same key. MapReduce runtime launches Map and Reduce processes with consideration of data locality. The programmers do not have to consider data partitioning, process creation, and synchronization. The same Map and Reduce functions are executed across machines. Hence, MapReduce paradigm can be regarded as a kind of SPMD model.

MapReduce paradigm is a good choice for big data processing because MapReduce handles data record by record without loading whole data into memory and in addition the program is executed in parallel over a cluster [20]. It is very convenient to develop big data handling programs using MapReduce because Hadoop provides everything needed for distributed and parallel processing behind the scene which program does not need to know. MapReduce allows programmers with no experience in parallel and distributed systems to easily utilize the resources of a large distributed system. Typical MapReduce computation processes many terabytes of data on hundreds or thousands of machines. Programmers find the system easy to use, and more than 100,000 MapReduce jobs are executed on Google’s clusters every day [2].

Conceptually the map and reduce functions supplied by a user have associated types as

\[
\text{map} \left( k_1, v_1 \right) \rightarrow \text{list} \left( k_2, v_2 \right)
\]

follows-

\[
\text{reduce} \left( k_2, \text{list} \left( v_2 \right) \right) \rightarrow \text{list} \left( v_2 \right)
\]
First-In-First-Serve:

FCFS also termed as First-In-First-Serve i.e. allocate the CPU in order in which the process arrive. When the CPU is free, it is allowed to process, which is occupying the front of the queue. Once this process goes into running state, its PCB is removed from the queue. This algorithm is non-preemptive. It is a non preemptive scheduling algorithm. Here processes are kept in a queue and are executed one by one. Whenever a new process arrives it is kept at the end of the queue. So, this is the last process in the queue. Now, when a new process arrives after this process, the new process becomes the last process in the queue. When a process which is running is blocked the next process in the queue is run and the blocked process (when it is ready) is placed at the end of the queue. FCFS is usually used in batch systems. The advantage of FCFS algorithm is that it is very easy to implement. The disadvantage of FCFS algorithm is that since it is non preemptive, CPU usage can be wasted in some situations.

CONCLUSION

The processed data is stored in the form BigData can be performed a scheduling algorithm which is most efficient and effective. For the future work various data set of different data size can be used for performance analyzing and assessment. Hence dynamic big data resulted its performance on varying data set size and the availability of resources and computation capability. Hence dynamic big data after the data analysis the data is stored in encrypted form in HDFS. Dynamism associated with big data can have huge influence on scheduling algorithm with different size of data set. For future work other scheduling algorithm can be applied to the dynamic data and size of the input data size can also be enhanced.
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