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Abstract— Facial expression analysis is an importaarea of Human Robot Interaction (HRI) because fat
expressions represent human emotions. Here, a naeid expression recognition system is introduceldieh
uses tensor concept. Here perceptual color spaagsed instead of RGB color space since it cannotkwoell
with illumination and pose variations. Also for cisification purpose SVM classifier is used. The
experimental results are compared using accuracydahe proposed method shows significant improvement
in terms of these factors.
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I. INTRODUCTION

Facial expression is a visible manifestation ofdffective state, cognitive activity, intention,rpenality and
psychopathology of a person. It plays a communieatole in interpersonal relations. Facial expm@ssi and
other gestures, convey non-verbal communicatiors dneface-to-face interactions. These cues may also
complement speech by helping the listener to dfigtintended meaning of spoken words. Mehrabiported
that facial expressions have considerable effeca distening interlocutor; the facial expressionaokpeaker
accounts for about 55 percent of the effect, 38qarof the latter is conveyed by voice intonatowl 7 percent
by the spoken words. As a consequence of the irgtiom that they carry, facial expressions can @ay
important role wherever humans interact with magbirAutomatic recognition of facial expressions raayas
a component of natural human machine interfacesabktomatic facial expression recognition, the R&Bor
space may not always be the most desirable spagedoessing color information. This issue can téressed
using perceptually uniform color systems. Alsodddressing the problem of applying 2D filtering3®@ image,
the concept of tensor is introduced. This propdsea recognition system consists of a SVM clagsifie
improved accuracy and performance.

Il. EXISTING METHODS

Many iris segmentation approaches has been expliltedow. Approaches like Principal Component

Analysis [1], Linear Discriminant Analysis [2], Iegendent Component Analysis [3] constitute a mpgot in

the facial expression recognition techniques. Thesghods are 1-dimensional in nature. Therefore 2-
dimensional Principal Component Analysis [4] isaduced. Since these techniques are applicableiomgsay
scale images, Global Eigen Approach [5] and SuliepatExtended 2-dimensional Principal Component
Analysis [6](E2DPCA) can be extended by traditiompproaches to color space. Multilinear Image Asial{7]
introduced tensor concept which allows more thaa fastor variation in contradiction to PCA. Colast8pace
Linear Discriminant Analysis [8] also uses tensonaept but in color space which improves the aayurBor
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achieving greater performance, another techniqliedc&abor Filer Bank [9] is used which outperforailsthe
other methods. Local Gabor Binary Pattern [10] hmproved recognition rate than the gabor filter lban
technique. Many studies have revealed that theatiyggrformance is enhanced by color component euibg.
But if RGB color space is used, accuracy dependtherangle and light source which reduces the mtiog
performance. Therefore RGB color space is not adwsyjtable for color information processing. Petaelly
uniform color systems can address this problemrdfbee a novel tensor perceptual framework [11]féamial
expression recognition is introduced in this pdpetbetter performance. This is done on perceptaldr space
and SVM classifier is used for better performance.

IIl. PROPOSED SYSTEM

In this paper, a tensor perceptual color framewiorkFER based on information contained in coloridhc
images is introduced. Instead of RGB color spaes;gptual color space is used for improving thégperance.
Further the classification is performed using suppector machine because the Support Vector Mact$ivM)
performed better than the other classifiers andluésn of the face did not affect the classificatirate with the
SVM.

Face Deataction

Color Conversion

Faaturs Extraction

Faaturs Sslaction

SV Classification

Six types of basic
smotions

Fig. 1 System Architecture
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A. Face Detection

The aim of this module is to obtain face imagese Tdce area of an image is detected using the Miolzes
method based on the Haar-like features and the dostBearning algorithm. The Viola and Jones metath
object detection algorithm providing competitivejesti detection rates in real-time. It was primadisigned
for face detection. The features used by Viola &omkes are derived from pixels selected from recti@angreas
imposed over the picture, and exhibit high serisjtito the vertical and the horizontal lines. Afface detection
stage, the face images are scaled to the sam@egize64x64 pixels).

B. Color Conversion

There is several image representation models ircéhar spaces used for image processing. The RG®B co
space is commonly used in image processing andrpatcognition systems. This color space can bd ts
generate other alternative color formats includivigbhCr , CIELab, and CIELuv. Although recent res#anas
shown improved performance by embedding the caarponents, the effectiveness of color informatiothie
RGB color space in terms of recognition performadepends on the type and angle of light sourcenoft
making recognition impossible. Therefore, the R@Bcspace may not always be the most desirableesioe
processing color information. This issue can beresied using perceptually uniform color systemsdiovert
from RGB to perceptual color spaces (CIELab or Qi) the RGB color space is converted to XYZ color
space, which is then converted to perceptual apaces.

C. Normalization

The purpose of color normalization is to reduce lighting effect because the normalization procisss
actually a brightness elimination process. Thellacamalization technique is performed to reduee effect of
illumination for facial expression images. To ske &ffect of illumination on images in differentl@ospaces,
the illumination pattern is applied to original eolfacial images. The image under illumination igseg by
product of normal image and illumination patterrll the images are normalized using and unfolded in
horizontal mode

D. Feature Extraction

Various methods of feature extraction have beedietuand compared in terms of their performance,
including principal component analysis, independshponent analysis, linear discriminant analykiBA),
the Gabor filter bank, etc. However, the Gaboefgthave two major limitations, i.e., the maximuandwidth
of Gabor filters is limited to approximately onetaee, and the Gabor filters are not optimal to eedibroad
spectral information with the maximum spatial lazafion. Furthermore, the Gabor filters are bandgiirs,
which may suffer from loss of the low and the hfgéguency information. To achieve the broad spéctra
information and to overcome the bandwidth limitatwf the traditional Gabor filter, Field proposedd-Gabor
filter. The response of the Log-Gabor filter is Gsian when viewed on a logarithmic frequency steitead of
a linear one. This allows more information to betased in the high-frequency areas with desirali Ipass
characteristics. In this contribution, a bank ofl§-Gabor filters is employed to extract the fhé@atures.Six
scales and four orientations are implemented taefeatures from face images. This leads to I&# firansfer
functions representing different scales and orieria. The image filtering is performed in the fueqcy
domain making the process faster compared withsgigeial domain convolution. After the 2-D fast Heur
transform (FFT) into the frequency domain, the imagrays, x, are changed into the spectral veckom@nd
multiplied by the Log-Gabor transfer functions {H12, . . . , H24}, producing 24 spectral represtaote for
each image[11].The spectra are then transformell tiathe spatial domain via the 2-D inverse FFTisTh
process results in a large number of the featusysrwhich are not suitable to build robust leagninodels for
classification

E. Feature Sdlection

Since the number of features resulted from theiposly discussed feature extraction process i$yfirge,
the feature selection module is required to selleet most distinctive features. In other words, teature
selection module helps to improve the performantdearning models by removing most irrelevant and
redundant features from the feature space. Themapii features are selected using minimum redundancy
maximum relevance algorithm based on mutual inféiona(IM). The mutual information quotient (MIQ)
method for feature selection is adopted to seleeoptimum features[11] . According to MIQ featgedection
criteria, if a feature vector has expressions ramgmr uniformly distributed in different classets Ml with
these classes is zero. If a feature vector is glyadifferent from other features for different stes, it will have
large MI. The MI between selected feature and inlaas features is maximized whereas the MI betwhen
selected feature and inter-class features is migidhi respectively. These features are used for iemot
classification
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F. SYM Classification

In this module to perform automated expression geition, system needs to deal with the issues o fa
localization, facial feature extraction and thertireg as well as the classification stages of tMMS In the
previous approaches, LDA classifier is used, butifoproving the performance SVM is used. For each
expression, a vector of displacements is calculbiethking the euclidean distance between landrweadtions
in a neutral and a peak frame representative oexpeession. The labeled vector of displacemehisaoh
example expression supplied is used as input t8\AM classifier, resulting in a model of the traigidata,
which is subsequently used to dynamically classifgeen feature displacements. The result is theme= to
the user. SVMs are maximal margin hyper plane glass that exhibit high classification accuracy fmall
training sets and good generalization performantevery variable and difficult to separate data. iBgra
number of interactive sessions with various usems, evaluated our system by considering classificati
performance for the six basic emotions. Given staiaing gatafD, a set oh points of the form,

D= {(xu) | % R, yi e {-1,1}};_,

where theyis either 1 or -1, indicating the class to whidfe tpointX: belongs. EacR¥: is ap-
dimensional real vector. We want to find the maxmmargin hyperplane that divides the points

having¥i = L from those having/i = -1

IV. EXPERIMENTAL RESULTS

The experimental result given here illustrates ttiegt proposed method using SVM classifier provides
comparatively better performance in terms of aaoythan the existing systems.

Fie BE Vew Baan Tl [eetn Wedes ) w Me LR Ve st Tishi Dsdlico Windee el
10de & S P42 08B B I.Z-l.-ld'. CPELA-2 08 a0

Fig. 2 a) Face detection Fig. Zb)or Conversion

An input image is given and face area is deteatexh the given image using Viola-Jones method. Hoe f
area of an image is detected using the Viola—Jomethod based on Haar-like features and the AdatBoos
learning algorithm. The detected face images areverded from RGB color space to perceptual col@csp
The purpose of color normalization is to reducelitjeting effect because the normalization prodessctually
a brightness elimination process. After image pessing, features are extracted from the nornuhlizgput.
Feature extraction is done using gabor filter. Timeut image is classified in to one of the six elifint
expressions. For each expression, a vector of atispients is calculated by taking the euclidearamniist
between landmark locations in a neutral and a ke representative of the expression. The labebetor
of displacements of each example expression supjgliesed as input to an SVM classifier, resulting model
of the training data, which is subsequently usedyttamically classify unseen feature displacemeirits.result
is then returned to the user.
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Fig. 2 ¢) Input Image Fig. 2d) Output

The accuracy rate of expression recognition fohbaisting, as well as the proposed method has been
provided in the given below diagram.

B 2ccuracy comparision (=5 Eol ==
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Fig. 3 Accuracy rate of existing and proposed system

V. CONCLUSIONS

A facial expression recognition system in percelptador space using SVM classification is proposede.
Based on this, the RGB color images were firstdfammed to perceptual color spaces after whicthtrezontal
unfolded tensor was adopted to generate the 2-Ebtdor feature extraction. The 2-D tensor was radized
before the features were extracted using a ba2K afog- Gabor filters, and the optimum featuresensalected
based on MIQ algorithm. Then given input image lsssified in to six different expressions using SVM
classifier. The performance is compared with thisterg systems using accuracy, precision and recall
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