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Abstract— In Data Mining, Data reduction is importg issue now a day. Due to huge size of data but
maximum of them is irrelevant to objective or sorokthe data is redundant, which leads to more presiag
power consumptions and wrong result generation. BdReduction implies reducing the data but without
compromising integrity of it. Decision Tree, attuite subset selections, clustering, data cube aggten is
different techniques basically used for data redieet. Decision tree is a highly effective structukehich is
gives the possible outcome. In a decision tree ihickh each branch node represent a choice between
alternatives and each node represent the decisioglassification. Here we see the generalize algiom and
apply the decision tree technique for reliable oaines.
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I.  INTRODUCTION

Today, the development of the computer technologl/the degree of the informationization is gettingher
and higher, so the people know that the data a¥dateby them is mass data on the present worlé Dating
is the process of extracting important informatemmd knowledge from the large database (mass dhta)[1
these data, information and knowledge are implheitich people do not know in advance, but potelgtiadeful.
At present, the decision tree has important dat@ingi method. Decision tree is commonly used in sleni
analysis in data mining and machine learning tater&knowledge structures that guide the decisiokinga
process. Accessing a large amount of data in dsg¢abdich is time consuming process and maintaildrge
amount of data, is very difficult. In database ¢éhare many irrelevant data, noisy data and alsticddg data.
Now pre-processing on all this data increase ttadityuwor make the data more feasible to operata diatabase
there are many data duplication, irrelevant daté @amisy data so to remove them data reduction tquks
must be applied.

II. DECISION TREE AND ID3

Decision tree provide the highly effective struetwhich can give the idea about possible outcortres.
decision tree is a tree in which each branch negessent a choice between a number of alternativeseach
leaf node represents a classification or decistorery decision tree begins with what is termed @ rmde,
considered to be the parent of every other nodeh EBade in the tree evaluates an attribute in tta dnd
determines which path it should follow [1]. Typialthe decision test is based on comparing a vagyenst
some constant. Classification using a decisioniggerformed by routing from the root node untii\ang at a
leaf node. In more generalize definition of theigien tree written in stepwise form:
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* Aflow chart like tree structure
* Internal node denotes a test on an attribute
» Branch represents an outcome of the test
* Leaf nodes represent class labels or class disiibu
The ID3 algorithm was invented by Ross Quinlan.rfan was a computer science researcher in datagini
and decision theory. Received doctorate in commg®Ence at the University of Washington in 1963[33
stands for Iterative Dichotomiser 3 Algorithm ahdsiused to generate a decision tree. Attempteate a small
decision tree.
The basic step of the algorithm is as below:
. In first step the tree is constructed in a top-daecursive divide-and-conquer  manner.
e all the training examples are at the root.
e Attributes are categorical
« Examples are partitioned recursively based on sleattributes
» Test attributes are selected on the basis of st&tat measure (e.g., information gain)

In decision tree method information gain {attte subset selection measure) approach usedtameb
suitable property for each node of a generatedsitetitree. So we select the attribute with the ésgh
information gain as the test attribute for the entmode.

Set S is set including s number of data samplesse/ttype attribute can take m potential differesilugs
corresponding to m different types of Ci i(1,2,3.)..rBuppose that si is the simple number of Ci. t8e,
required amount of information to classify a giwata is

105,.52.52, ... 5,.) = —Z g log (g
(1)

Where Pi=Sij/Sj is the probability that any subsietlata samples belonging to categories Ci.

Suppose that A is a property which has v differalties. Using the property of A, S can be dividetd iv
number of subsets, in which Sj contains data sasnpleose attribute A are equal aj in S set. If prigpA is
selected as the property for test, that is, usechd&e partitions for current sample set, suppoae $ij is a
sample set of type Ci in subset Si, the requiréafimation entropy is
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Jj=1 (2)
Such use of property A on the current branch nodeesponding set partitioning samples obtained
information gain is

Foaty - R’ - e
GoinlA) = 15, 5,50, . 5,0 — E(A) (3)

So, the information gain is the metric for selegtmbest attribute in the growth of the Decisiaetf4].
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[ll. ABOUT DATASET AND TOOL

A. About dataset
The weather dataset obtained from the UCI datasgository for playing tennis [5]. Which have five
attribute like outlook, temperature, humidity, windand play. The Weather dataset contain the feorte
instances.Figurel show the dataset of weatheddgimy tennis.

| Al - I | sunny ¥
A B C D E L
1 sunni _l 85 85 FALSE no
2 |sunny 80 90 TRUE no
3 overcast 83 886 FALSE vyes
4 |rainy 70 98 FALSE vyes
3 |rainy 63 80 FALSE vyes
6 |rainy 65 70 TRUE no =
7 overcast 64 65 TRUE yes
8 |sunny 72 95 FALSE no
9 |sunny 69 70| FALSE |yes
10 |rainy 73 80/ FALSE |yes
11 sunny 75 70 TRUE yes
12 overcast 72 30 TRUE yes
13 overcast 81 73 FALSE vyes
14 |rainy 7l 91 TRUE no
15
H 4+ M| Weatherl ¥ I |
_ Ready (i EE O E 0096 (=) e (e

Figurel Weather dataset for playing tennis

B. Data mining Tool

There are a many number of high quality commeial open source tools for data mining. In this aese
Weka tool [3] has been used from the perspectiferect core usage. This serves as a powerful twkthat
allows the ability to load, pre-process and visedidata and also performs standard data miningretiine
learning algorithms with sufficient parameterizati®o the algorithms can either be applied directly dataset
or called from custom Java code. In the Weka toeld are many algorithm available and it supparte data
mining task like pre-processing, classificationattee selection and clustering here we choose Huwea
Weather dataset and apply the decision tree aftgorit

IV. GENERALIZE ALGORITHM

»  First select the initial dataset.

* Find the attribute (features) for the selected skita

* Merge those attribute which are correlated and vemtbose attribute which are not important and
irrelevant.

«  Apply the dimensionality reduction in dataset.

e Aggregation of attribute and generalization.

¢ Repeat steps 1 to 5 until further reduction ispassible or information loss

The block diagram of the above generalize allgoriis shown in figure2.
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Input as a initial dataset

-
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Find the attribute {(features)

!

Merge related attributes

l

Applv Dimensionality
Reduction

v

Apply Aggregation
and Generalization

speat until further red-
-uction

Figure 2 Block diagram of generalize algorithm

V. RESULT COMPARISON

Here we compare the result of the same dataselt iasweka tool and java code for the algorithm.eTh
decision tree generated in the weka tool for thather dataset shown figure 3.

Weka Classifier Tree Visualizer: 10:48:29 - trees.J48 [weath... I
Tree Yiew
=sunny =overcast  =rainy
.
= high = narmal =TRUE =FALSE

Figure3.Decision tree for the weather dataset ikaveol
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Mean absolute error 0.4167 L)

Root mean scquared error 0.59584
Relative absolute error §7.5 %
Root relative sgquared error 121.2987 %
Coverage of cases (0.35 level) 73.5714 %
Mean rel. region size (0.95 lewvel) 64,2857 %
Total Nuwber of Instances 14

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision BRecall F-Measure MCC ROC

0. 556 0.6 0.625 0.556 0.588 -0.043 0.¢
0.4 0.444 0.333 0.4 0.364 -0.043 0.¢
Weighted Avg. 0.5 0.544 0.521 0.5 0.508 -0.043 0.t

=== Confusion Matrix ===

«<-- claszified as
Tes

ab
54
3zl no

a
b

Figure4. Confusion matrix and other values

Figure 3 and figure 4 are the results obtain fromweka data mining tool. Figure3 shown decisiee t&nd
figure 4 shown the confusion matrix and other paatens.

2 Decision Tree
85 =75
¢ I FALSE is in {TRUE}
D avercast, support: 5, confidence: 40%, chivalue: 0
D rainy, support. 3, confidence: 60%, chivalue: 0.46
D avercast, support 3, confidence: 67%, chivalue: 0.68

Confusion Matrix Score

=>overcast =>rainy =>sunny  sum ratio Proper class ratio: 5404
overcast 4 o a 4 3%
rainy 2 3 (] L 8% Number of leaves: 3
sunny 2 2 0 4 3%
o 8 5 0 13 100% Depth of the tree: 3

Figar Decision tree and confusion matrix

In above figure we see that the confusion matroedain the information about actual classificatilmme by
the classification system. And confusion matricesneined the accuracy produced by the algorithm f@don
matrices calculate base on following things [5].

1)

2)

3

True positive rate (TP) is the proportion of pagticases that were correctly identified, as catedla
using the equation[5]:

T
TP

False positive rate (FP) is the proportion of nizgatcase that were incorrectly classified as pasias
calculated using the equation[5]:

-

Precision (P) is the proportion of the predictedifpee cases that were correct, as calculated usiag
equation[5]:

.=

b-d
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The confusion matrics have following thing of thentext of our study.
* ais the number of correct predictions that araimst is negative,
* b is the number of incorrect predictions that astance is positive,
* c is the number of incorrect of predictions thairsstance negative, and
* d is the number of correct predictions that anainsé is positive.

VI. CONCLUSION

In this paper we see that the new propose generalgorithm and the block diagram of the generalize
algorithm. Using the Weather dataset and compareesbult of the data mining tool and the improwgoathm
using the decision tree. The algorithm selectshtgbest information gain for the best splittingséiwe see that
the different confusion matrices for the same ddtasd compare the results.
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