Classification Techniques in Gene Expression Microarray Data

Sarah M. Ayyad¹, Ahmed I. Saleh², Labib M. Labib³

¹Department of computer engineering and systems, Mansoura University, Egypt
²Department of computer engineering and systems, Mansoura University, Egypt
³Department of computer engineering and systems, Mansoura University, Egypt

sarah.aiyad@gmail.com; aisaleh@yahoo.com; labibm@hotmail.com

Abstract— Cancer nowadays is a common and heterogeneous disease affecting all people of all ages. Gene expression data can serve to understand cancer or other types of disease well. Building classification system using gene expression dataset that can properly classify new samples is a challenging task due to the nature of gene expression data that is usually composed of dozens of samples characterized by thousands of genes. This paper put a light on different classification methods used in classifying gene expression data including SVM, NB, C4.5 and some of the state-of-the-art techniques.
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I. INTRODUCTION

Machine learning (ML) and data mining have established a plenty of effective applications in gene expression analysis. ML is a discipline that use automatic and intelligent learning techniques to resolve various complex and real world-problems [1, 2]. In a simplest terms, it is the study of algorithms that can learn from experience and then predict. Data mining is a fast-growing subarea of machine learning that handle discovering meaningful knowledge from large datasets [3]. Nowadays, DNA microarray technology has formed a new line of research in both data mining and bioinformatics. For example, detection of the hidden patterns in the expression profiles has formed an opportunity for precise cancer classification. These types of dataset suffer from the little number of samples and the immense number of features “genes” as they used in measuring gene expression level. In microarray analysis, different machine learning methods have been effectively employed to many of the main problems, such as gene selection, gene ontology, and gene expression data classification.

In this paper, we have displayed a wide suitability of classification techniques to gene expression microarray data.

II. GENE EXPRESSION MICROARRAY

The advent of DNA microarray technology has produced a broad pattern of gene expression data recorded in a single experiment “sample” to scientists. This expression value is such as a signature effective in diagnosing diseases, identifying tumors and selecting the appropriate remedy to resist illness and discover mutations [4]. In the last years, various datasets have become publicly available online. These datasets face several challenges, for instance, a huge number of gene expression values for each sample, and a comparatively small number of samples. Genes are made up of deoxyribonucleic acid (DNA) that contains the genetic data used in encoding
proteins and specific cellular ribonucleic acid (RNA) [1]. Where gene expression level is responsible for turning the gene to form RNA and protein. While some genes could be mutated and this cause tumor occurrence and it is reflected in the variation of the expression level of these particular genes, that implies the genes are expressed extraordinarily in certain cells [1].

A DNA chip is a tiny chip onto which a huge number of DNA molecules are connected to a solid surface. Each DNA cell of the chip identifies a DNA sequence. [5]. Fig. 1 shows the overall operation of obtaining the gene expression microarray from a DNA chip. These gene expression profiles could be operated as inputs to large-scale data analysis. The dataset is generally organized in the form of a matrix of x rows and y columns, which is termed as a gene expression profile. Where n refer to genes and m refer to the test sample [1, 6]. More and more researches have proved that many genes calculated in a DNA microarray experiment are not appropriate in the correct classification of various classes of the problem. To overcome this issue, gene “feature” selection acts a vital role in mining DNA microarray that is defined as the procedure of determining genes or set of genes that can distinguish between normal samples and diseased samples [5].

![DNA Chip Image](image_url)

**Fig. 1 Process of obtaining gene expression level from DNA microarray**

### III. DATA MINING CLASSIFICATION TECHNIQUES

Classification is an important field that focused on allocating a sample to one of a group of classes, based on its features [5]. In this research, we handle the classification problem that concentrates on dividing the samples of cancer patients into two classes. Generally, classification techniques could be split into two groups: supervised and unsupervised. Supervised techniques are executed on a set of training samples. Each sample is given with its label (the corresponding output). The unsupervised techniques (clustering) classifies the samples by finding clusters based upon a particular criterion. As increasingly gene expression microarray data becomes public available, classification techniques for microarray data analysis become a significant task. Different common classification techniques are discussed in the next subsections.

#### A. Support Vector Machine

Support vector machine (SVM) was firstly presented by Vapnik [7]. This method was introduced based on the statistical learning theory. It has been applied broadly in various classification and regression tasks due to its efficiency in dealing with linearly non-separable and high dimensionality dataset [8]. SVM constructs the hyperplane that most ideally splits the two classes of the training samples in feature space. The feature vectors at the edge of each class are named as the support vectors. The distance between the dividing hyperplane and support vectors is named as the margin. The best hyperplane is the one that maximizes the margin. This is referred to as margin maximization. Fig. 2 shows how data of two classes are divided in the feature space. If training samples for one class are surrounded with samples of the other class in feature space, it is very difficult to bisect the samples by a hyperplane (e.g., linear classification). For nonlinear classification, feature vectors are transformed into a higher dimension, in which samples could be divided by a hyperplane [9]. SVM uses a kernel function that transform the data to a different feature space. The most common kernel functions that used along with SVM are, as follows.

(i) Linear Kernel [10]

\[ K(x_i, x_j) = x_i x_j \]  

(1)
(ii) Polynomial Kernel [10]
\[ K(x_i, x_j) = (1 + x_i^T x_j)^d \]  
(2)

(iii) Gaussian Kernel [10]
\[ K(x_i, x_j) = \exp\left(-\frac{||x_i - x_j||^2}{2\sigma^2}\right) \]  
(3)

(iv) Sigmoid Kernel [10]
\[ K(x_i, x_j) = \tanh(\sigma x_i^T x_j + c) \]  
(4)

Fig. 2 Applying SVM in a two-dimensional space

B. Naïve Bayes

Naïve Bayes (NB) is one of the most common classification methods that is based on Bayesian theorem. It is especially useful for learning with high dimensional data like gene expression data [11]. The key advantage of NB is that it is very simple to build and robust to outlier and irrelevant features. In spite of its simplicity, NB can often outperform more machine learning algorithms. Bayesian theorem for classification is to allocate the test item to the class that has the highest conditional probability. Generally, one set of training samples with a class label is given, a classifier should be experienced to anticipate the class distribution of a sample with its class label undefined. The classifier represented by Bayesian theorem uses Eq. (5) to classify s [2]:

\[ c(s) = \arg \max_{c \in C} P(c) \prod_{j=1}^{n} P(f_j | c) \]  
(5)

Where s is the test sample, c(s) denotes the predicted class of sample s, and c is the class label. The set of all class labels is denoted by C, and n is the number of features, and fj is the value of each feature, fj (j = 1, 2… n). P(c) is the prior probability of class c and P (fj|c) is the conditional probability of each feature in the training set.

C. C4.5 Decision Tree

C4.5 employs a divide-and-conquer strategy for developing decision trees that was introduced by Hunt [12]. It is one of the most common methods for classification in different machine learning applications that help in the process of pattern recognition. C4.5 is an enhanced model of ID3 tree learning algorithm, which is capable of learning pre-defined classes from labelled instances. A decision tree is a tree where every node represents the values of a feature, and the leaves depict the class of a sample that fulfils the tests. The tree output will be a ‘yes’ or ‘no’, when the full set of samples are tested on it. Classification rules are acquired from the root to a leaf to determine which class a leaf belongs to. The rules can be pruned to reduce the total tree size and avoid over-fitting. C4.5 algorithm employs an enhanced splitting criterion, named gain ratio [13]. Fig. 3 provides a decision tree derived from colon cancer dataset where oval denotes decision node “genes”, square denotes leaf node “decision outcome”, and the branch denotes the expression level conditions.
D. Ensemble Classifier

Ensemble classifier involves merging decisions of different classifiers to produce a final decision and is often used for obtaining highly accurate results. Ensemble classifiers are quite common in machine learning problems, and they have also been employed in bioinformatics field [14, 15]. Fig. 4 shows how ensemble classifier works. The final classification decision is determined by combining the decision of each classifier. There are two common approaches for combining the decision, namely majority voting and weighted majority voting [16]. In the majority voting, the classification is done based on the class that gets the largest number of votes, while in the weighted majority voting, every classifier is assigned a weight.

IV. COMPARISONS OF CLASSIFICATION ALGORITHMS

<table>
<thead>
<tr>
<th>Year</th>
<th>Technique</th>
<th>Contribution</th>
<th>Dataset</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>Multiclass classification of microarray data samples with Flexible Neural Tree [17]</td>
<td>A novel a flexible neural tree technique applied to multiclass cancer classification</td>
<td>MLL</td>
<td>98.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lymphoma</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HGG</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lung</td>
<td>97.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Colon</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Leukemia</td>
<td>98.26 ± 1.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Colon</td>
<td>89.11 ± 4.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prostate</td>
<td>92.01 ± 2.59</td>
</tr>
<tr>
<td>2017</td>
<td>Microarray Data Classification Using Dual Tree M-Band Wavelet Features [20]</td>
<td>A new classification technique for both gene selection and classification is suggested, where the classic KNN is used for classification</td>
<td>Breast</td>
<td>90.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Colon</td>
<td>90.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ovarian</td>
<td>91.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CNS</td>
<td>93.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Leukemia</td>
<td>91.67</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

In our daily life, we are constantly surrounded with different types of big data. Data are becoming larger not only in respect of the number of samples but also the huge number of features. High dimensionality has been reasoned one of the complications of Big Data. This situation has made data mining jobs such as data classification suffering from lower performance and higher computational time issues. Moreover, it becomes challenging to employ feature selection on high dimensionality data or big data. This case is particularly acute in bioinformatics, especially with DNA microarray analysis. In this paper, we outlined the classification techniques applied to the high dimensionality data and made a comparison of the most popular classification algorithms.
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